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ABSTRACT

Meshfree methods such as the reproducing kernel particle method (RKPM) are well suited for modeling materials and solids undergoing fracture and damage processes, and nodal integration is a natural choice for modeling this class of problems. However, nodal integration suffers from spatial instability, and the excessive material deformation and damage process could also lead to kernel instability in RKPM. This paper reviews the recent advances in nodal integration for meshfree methods that are stable, accurate, and with optimal convergence. A variationally consistent integration (VCI) is introduced to allow correction of low order quadrature rules to achieve optimal convergence, and several stabilization techniques for nodal integration are employed. The application of the stabilized RKPM with nodal integration for shock modeling, fracture to damage multiscale mechanics, and materials modeling in extreme events, are demonstrated. These include the modeling of man-made disasters such as fragment-impact processes, penetration, shock, and blast events will be presented to demonstrate the effectiveness of the new developments.

1. INTRODUCTION

Reproducing Kernel Particle Method (RKPM) has shown to be effective for large deformation problems (Chen et al. 1996) owing to its node-based discretization and Reproducing Kernel (RK) approximation with flexibility in controlling locality, continuity, and completeness. The recent advances in nodal integration with proper enforcement of variational consistency and stabilization makes RKPM a truly meshfree method applicable to a wide range of continuum to discrete-particle like mechanics problems. The early work of the Stabilized Conforming Nodal Integration (SCNI) (Chen et al. 2001) introduced the concept of integration constraint in a form of numerical divergence condition to ensure the first order Galerkin exactness, consistent with the first order of completeness with linear basis in the trial functions, for passing linear patch test and achieving optimal convergence. The strain smoothing introduced in SCNI employed a contour integral on a conforming cell for evaluation of nodal gradient while meeting the numerical divergence condition. Several variants of SCNI with strain smoothing have been proposed since then, including the smoothed finite element method (Liu et al. 2007), the 2nd order accurate smoothed strain type quadrature rule (Duan et al. 2012), the variationally consistent integration (VCI) for arbitrary order of Galerkin exactness (Chen et al. 2013), among others. The VCI approach has also been used as a correction of any quadrature rules such as direct nodal integration (DNI) or stabilized non-confirming nodal integration (SNNI) to achieve optimal rates of convergence. Additionally, several stabilization methods for meshfree methods with nodal integrations have been proposed. These include the gradient SCNI (G-SCNI) (Chen et
al. 2007b) with employment of implicit gradients embedded in the RK approximation as a stabilization of SCNI, and the naturally stabilized nodal integration (NSNI) (Hillman and Chen 2016) by introducing Taylor expansion of nodal strain calculated with implicit gradient. These stabilized nodal integration techniques with node-based approximation and discretization form an effective computational paradigm for modeling problems involving severe material deformation, damage, and fragmentation in the extreme events. This paper summarizes the semi-Lagrangian RK approximation, the SCNI and Variational Consistency (VC) corrected SNNI, called VC-SNNI, as well as NSNI stabilization, and demonstrates their effectiveness in modeling contact-impact, bullet penetration, blast, and explosive welding processes.

2. SEMI-LAGRANGIAN RK APPROXIMATION

Let a domain \( \Omega \in \mathbb{R}^d \) be discretized by a set of \( NP \) nodes, \( \{ x_i \ | \ x_i \in \Omega \}^{NP}_{i=1} \), where \( x_i \) is the material coordinate of node \( I \). In a discrete reproducing kernel (RK) approximation, an RK shape function, \( \Psi_I(x) \), is defined on a compact support of node \( I \), as shown in Figure 1.

![Figure 1. 2D illustration of meshfree nodal discretization, kernel support, and RK shape function – courtesy of UC San Diego.](image)

The discrete RK approximation, \( u^h(x) \), of a function \( u(x) \) is defined as (Liu et al. 1995; Chen et al. 1996; Huang et al. 2019b)

\[
    u^h(x) = \sum_{I=1}^{NP} \Psi_I(x)u_I,
\]

where \( u_I \) is the nodal coefficient of node \( I \). The shape function, \( \Psi_I(x) \), is obtained by considering a set of reproducing conditions up to an order \( n \) as follows:

\[
    \sum_{I=1}^{NP} \Psi_I(x)x^a_I = x^a, \quad |a| \leq n,
\]

where \( a = (\alpha_1, \alpha_2, \ldots, \alpha_d) \), is a multi-index with dimension \( d \), \( x^a = x_1^{\alpha_1} \cdot x_2^{\alpha_2} \cdots x_d^{\alpha_d} \), and \( |a| = \sum_{i=1}^{d} \alpha_i \). The resulting RK shape function reads

\[
    \Psi_I(x) = H(0)M^{-1}(x)H(x-x_I)\Phi_{\alpha}(x-x_I),
\]

where the basis vector \( H(x) \) is

\[
    H(x) = \left[ 1 \ x_1 \ x_2 \ \cdots \ x_d \right]^T,
\]

the moment matrix \( M(x) \) is
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\[ M(x) = \sum_{l=1}^{N_P} H(x-x_l) H^T(x-x_l) \Phi_a(x-x_l), \]  

and \( \Phi_a(x-x_l) \) is the kernel function with support size \( a \), where \( a = ch \) with the normalized support size \( c \) and nodal spacing \( h \). Kernel functions with different order of continuities, such as B-spline functions, can be employed for desired smoothness in the RK approximation (Liu et al. 1995; Chen et al. 2017). The order of RK approximation is determined by the polynomial completeness adopted in the basis vector \( H \) whereas the smoothness of the approximation is controlled by the employed kernel function. The completeness and the smoothness of the solution space can be chosen and combined in a flexible manner (Chen et al. 2017). In the semi-Lagrangian RK approximation (Chen and Wu 2007a), the reproducing conditions are constructed in the current configuration, where the nodal neighbor list is updated by redefining the kernel support coverage. In this way, the nodal points follow the motion of material points under a Lagrangian description, while the mesh distortion issues associated with conventional mesh-based methods are effectively avoided (Guan et al. 2009; Chi et al. 2015; Sherburn et al. 2015; Wei et al. 2019).

3. STABILIZED NODAL INTEGRATION

In meshfree methods, Gaussian integration using background cells is prohibitively expensive (Chen et al. 2001; Babuška et al. 2008; Dolbow and Belytschko 1999; Chen et al. 2013), and detracts from the meshfree nature of the formulation. Therefore, node-based quadrature is preferred, particularly for large-deformation formulations such as the semi-Lagrangian framework presented in Section 2, so that state and field variables live and are updated at the nodal locations. However, direct nodal integration yields low accuracy, as well as unstable solutions (Chen et al. 2001; Chen et al. 2013; Beissel and Belytschko 1996).

3.1 Variationally Consistent Nodal Integration

To remedy this situation, the so-called integration constraint has been introduced, which is the requirement to obtain first-order Galerkin exactness, or in other words, to pass the linear patch test (Chen et al. 2001):

\[ \int_{\Omega} \nabla \hat{\Psi}_l \, d\Omega = \int_{\partial\Omega} \hat{\Psi}_l \mathbf{n} \, d\Gamma, \]  

where "\( \hat{\cdot} \)" over the integral symbol denotes numerical integration. To achieve the above, a stabilized conforming nodal integration has been proposed (Chen et al. 2001). In this approach, shape function gradients are smoothed over conforming representative nodal domains which partition the domain \( \Omega \), as shown in Figure 2(a-b).

This stabilizes the solution by avoiding direct derivatives at nodal locations, and also satisfies (6) by converting the smoothing operation to boundary integration using the divergence theorem:

\[ \nabla \Psi_l(x_L) = \frac{1}{V_L} \int_{\Omega_L} \nabla \hat{\Psi}_l \, d\Omega = \frac{1}{V_L} \int_{\partial\Omega_L} \hat{\Psi}_l \mathbf{n} \, d\Gamma, \]  

where \( \nabla \) denotes the smoothed gradient operation, \( \Omega_L \) is the representative domain of node \( x_L \), \( V_L = |\Omega_L| \) is the volume of the domain, and \( \mathbf{n} \) is the normal of the surface \( \partial\Omega_L \). It is easy to show that the conforming property of the nodal domains ensures (6) is satisfied.
However, in extreme deformation simulations, it would be necessary to reconstruct conforming nodal domains, which is cumbersome and CPU intensive. Thus, a non-conforming smoothing approach in the stabilized non-forming nodal integration (SNNI) has been introduced to avoid this difficulty (Guan et al. 2011), and this approach is depicted in Figure 2 (c). However, relaxing the conformity of cells in SNNI results in the violation of the constraint (6), and inaccurate, non-convergent solutions are obtained (Chen et al. 2013).

To rectify this situation, an arbitrary-order variationally consistent integration has been introduced (Chen et al. 2013), which allows gradients be constructed by non-conforming nodal domains to pass the patch test. This is achieved by recognizing that the requirement in (6) strictly pertains to the test functions. Therefore, a Petrov-Galerkin approach is introduced, where trial function gradients are constructed via straight-forward smoothing over non-conforming domains

\[
\hat{\nabla} \Psi_i(x_L) = \frac{1}{\bar{V}_L} \int_{\Omega} \nabla \Psi_i d\bar{\Omega} = \frac{1}{\bar{V}_L} \int_{\partial \bar{\Omega}_L} \Psi_i d\Gamma,
\]

where \( \bar{\Omega}_L \) is the non-conforming representative domain of node \( x_L \), \( \bar{V}_L = |\bar{\Omega}_L| \) is the volume of that domain, and \( \partial \bar{\Omega}_L \) is the surface of that domain.

The test functions are also first constructed as (8), with a correction introduced as follows:

\[
\hat{\nabla} \Psi_i(x_L) = \hat{\nabla} \Psi_i(x_L) + \xi_i \Theta_i(x_L),
\]

where \( \hat{\nabla} \) denotes the corrected gradient, \( \xi_i \) is a vector of coefficients to be determined, and \( \Theta_i \) is a correction function defined as

\[
\Theta_i(x) = \begin{cases} 
1 & \text{if } x \in \text{supp}(\Psi_i(x)) \\
0 & \text{else}
\end{cases},
\]

where \( \text{supp}(\Psi_i(x)) \) denotes the support of the shape function \( \Psi_i(x) \). The coefficients \( \xi_i \) are solved for by substitution of (9) into (6) yielding:

\[
\xi_i = \left( \int_{\Omega} \Theta_i d\Omega \right)^{-1} \left( \int_{\Omega} \Psi_i d\Gamma - \int_{\Omega} \hat{\nabla} \Psi_i d\Omega \right),
\]

The variational consistent (VC) correction described above has been applied to the correction of SNNI, called the VC-SNNI (Chen et al. 2013).

3.2. Naturally Stabilized Nodal Integration

The gradient-smoothing technique (8) precludes the instability associated with zero-energy modes. However, small-wavelength modes with very low energy can still exist in the solution.
Chen et al. 2007b; Puso et al. 2008). An implicit gradient stabilization called naturally stabilized nodal integration (NSNI) has been proposed (Hillman and Chen 2016) based on Taylor series expansion of the strains, which employs implicit gradients (Chen et al. 2004; Chi et al. 2013) to avoid computationally intensive explicit computation of higher order derivatives.

In this approach, the strain \( \varepsilon \) around a node \( x_L \) is expanded as:

\[
\varepsilon(x) \approx \varepsilon(x_L) + \sum_{i=1}^{3} (x_i - x_{Li}) \varepsilon_{ij}(x_L), \quad (12)
\]

Under the gradient-smoothing framework introduced in Section 3.1, the smoothed strain \( \tilde{\varepsilon} \) evaluated at a node is computed as:

\[
\tilde{\varepsilon}(x_L) = \frac{1}{2V_L} \int u^h \otimes n + n \otimes u^h d\Gamma, \quad (13)
\]

In order to avoid direct differentiation of the strains, implicit gradients (Chen et al. 2004) are introduced, which have the same computational cost as computing the shape function itself. In conjunction with strain-smoothing, the differentiation in (13) is approximated as:

\[
\varepsilon_{ij}(x_L) \approx \frac{1}{2V_L} \int \tilde{u}_i^h \otimes n + n \otimes \tilde{u}_i^h d\Gamma, \quad (14)
\]

where

\[
\tilde{u}_i^h(x_L) = \sum_{j} \Psi_{ij}^V(x_L) u_j, \quad (15)
\]

and \( \Psi_{ij}^V \) is the implicit gradient shape function (Chen et al. 2004; Chi et al. 2013):

\[
\Psi_{ij}^V(x) = D_{ij} M^{ij}(x) H(x-x_j) \Phi_a(x-x_j), \quad (16)
\]

where \( D_{ij} = \begin{bmatrix} 0 & \delta_{i1} & \delta_{i2} & \delta_{i3} & 0 & \cdots & 0 \end{bmatrix}^T \).

Substituting (12) for the virtual strains near each node, and performing the same expansion procedures for the Cauchy stress following (Hillman and Chen 2016), one obtains the stabilized internal force at each node \( f_{int} \) for the updated Lagrangian formulation:

\[
f_{int} = f_{int}^{st} + f_{int}^{ns}, \quad (17)
\]

Here, \( f_{int}^{st} \) is the internal force performed using standard strain smoothing:

\[
f_{int}^{st} = \sum_{i=1}^{NP} \tilde{B}_i^T(x_L) \tau(x_L) V_L, \quad (18)
\]

where \( \tilde{B}_i \) is the strain-gradient matrix in Voigt notation associated with (13), \( \tau \) is the Cauchy stress in Voigt notation. \( f_{int}^{ns} \) is the naturally stabilized portion of the internal force:

\[
f_{int}^{ns} = \sum_{i=1}^{d} \sum_{L=1}^{NP} \tilde{B}_i^T(x_L) \tilde{\tau}_i(x_L) M_{Li}, \quad (19)
\]

where \( \tilde{B}_i \) is the approximation to the derivative of \( \tilde{B}_i \) with respect to \( x_i \) in Voigt notation, \( M_{Li} \) is the second moment of inertia with respect to the nodal domain of \( x_L \) and direction \( x_i \), and \( \tilde{\tau}_i \) is the approximation to the derivative of the Cauchy stress with respect to \( x_i \). The calculation of the “pseudo-stress” \( \tilde{\tau}_i \) is performed following (Hillman and Chen 2016).

With (17) in hand, the calculation proceeds following the standard predictor-corrector.
algorithm of the explicit Newmark-β method, with lumped mass. The implicit gradient stabilization (NSNI) is applied to the VC-SNNI, referred as the VC-NSNI (Hillman and Chen 2016).

4. NUMERICAL EXAMPLES

Several numerical examples are analyzed to examine the performance of the RKPM approach shown in Section 2 to 3 for impact-blast Modeling.

<table>
<thead>
<tr>
<th>Table 1. Model constants for Taylor bar impact problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>Young’s modulus</td>
</tr>
<tr>
<td>Possion’s ratio</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>Yield strength</td>
</tr>
</tbody>
</table>

4.1. Taylor Bar Impact

The Taylor bar impact problem (Taylor 1948) is first employed as the demonstration problem. An aluminum bar with an initial height and radius of 2.346 cm and 0.391 cm, respectively, impacts a rigid wall with an initial velocity of 373.0 m/s, as shown in Figure 3. For the aluminum material, J2 plasticity with isotropic hardening is considered, and material properties are listed in Table 1. A quartic B-Spline rectangular kernel with a normalized support size of 2.0 is employed for the RK approximation.

The yield stress of the rod is taken as $\bar{\sigma}_p = \sigma_y \left(1 + 125\bar{\varepsilon}_p\right)^{0.1}$, where $\sigma_y$ is initial yield strength and $\bar{\varepsilon}_p$ is the equivalent plastic strain. The kernel contact algorithm (Chi et al. 2015) is adopted to capture the interaction between the bar and the fixed frictionless wall. For comparison purpose, RKPM with three nodal integration schemes (SNNI, NSNI, and VC-NSNI) are employed here.
Figure 4. Equivalent plastic strain field of the Taylor bar at 40 microseconds obtained by RKPM with different quadrature schemes – courtesy of UC San Diego.

<table>
<thead>
<tr>
<th>Quadrature Scheme</th>
<th>Height (cm)</th>
<th>Radius (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RKPM (SNNI)</td>
<td>1.653</td>
<td>0.792</td>
</tr>
<tr>
<td>RKPM (NSNI)</td>
<td>1.650</td>
<td>0.723</td>
</tr>
<tr>
<td>RKPM (VC-NSNI)</td>
<td>1.651</td>
<td>0.745</td>
</tr>
<tr>
<td>FEM (Wilkins et al, 1973)</td>
<td>1.652</td>
<td>0.742</td>
</tr>
<tr>
<td>Experiment (Wilkins et al, 1973)</td>
<td>1.651</td>
<td>-</td>
</tr>
</tbody>
</table>

From Figure 4, spurious oscillatory modes appear in the equivalent plastic strain distribution on the bar bottom face in the SNNI solution, while NSNI and VC-NSNI demonstrate stable solutions. The height and radius of the deformed bar for the three quadrature schemes are given in Table 2, along with reference FEM solutions and experimental data. It can be seen that, while all formulations provide reasonable prediction of the deformed heights, the results of VC-NSNI is the most accurate compared to the reference solutions.

4.2. Bullet Penetration

A CorTuf ultra high-strength concrete panel is subject to an impact of a spherical ASTM A681 steel bullet. The target panel is 304.8 mm × 304.8 mm with a thickness of 14.3 mm. The radius of the bullet is 12.7 mm. The initial velocity of the bullet is approximately 462.1 m/s. The material behavior of steel is modeled by J2 plasticity with isotropic hardening with density ρ = 7,806 kg/m³, Young’s modulus E = 200 GPa, Poisson’s ratio ν = 0.26, yield stress σ_y = 2,400 MPa, and hardening modulus H = 2,500 MPa. The material behavior of concrete is modeled by MIDM (microcrack informed damage model)-enhanced AFC model (Ren et al. 2011), and the model parameters follow (Chen et al. 2011). The concrete panel and the steel bullet are discretized by 107,811 and 1,516 RK nodes, respectively. The semi-Lagrangian RKPM is employed with normalized support sizes of 1.4 and 2.8 for the concrete panel and the steel bullet, respectively. Also, the linear basis with a quartic spline is used. For the numerical integration, VC-NSNI is used.
Figure 5. RKPM results of bullet penetration: (a)-(b) progressive deformation with tensile damage field, exit-face view; (c) side view; (d) bullet velocity profile – courtesy of UC San Diego.

Figure 6. Progressive failure process: Top, numerical result obtained by RKPM simulation (courtesy of UC San Diego); Bottom, high-speed video frames of the reinforced concrete column subject to blast loading (Hegemier et al. 2006).

Figure 5 (a) and (b) show progressive deformation of the concrete panel with the tensile damage field. The radial propagation of damage and the cloud of spalling particles are well-captured. As shown in Figure 5 (c), the RKPM formulation with VC-NSNI also well captures the generation of larger concrete debris, which is important in the evaluation of spall-induced secondary damages on people and assets behind the panel. Additionally, as shown in Figure 5 (d), the numerically predicted exit velocity of the bullet has a reduction of approximately 55%, which agrees well with the experimentally measured velocity reduction of approximately 57%. 
4.3. Blast Impact on Concrete Column

A reinforced concrete (RC) column subject to blast loading is modeled. The blast loading profile is obtained from the hydraulic/high pressure nitrogen-based UCSD blast simulator which can simulate full-scale explosive loads (Hegemier et al. 2006). The RC column is modeled by MIDM-enhanced AFC concrete model (Ren et al. 2011) with embedded rebars with J2 plasticity. The semi-Lagrangian RKPM is employed with normalized support sizes of 2.0. Also, the linear basis with a cubic B-spline is used. For the numerical integration, VC-NSNI is used. As shown in Figure 6, the column fractures under the blast loading, accompanied by post-blast spalling and debris near the top and bottom supports. RKPM demonstrates satisfactory capability in capturing the progressive structural failure process when compared with the frame sequence from a high-speed video record (Hegemier et al. 2006).

4.4. Explosive Welding

An explosive welding experiment (Bahrani and Crossland 1964) of a 0.8-mm-thick stainless-steel flyer plate and a 1.2-mm-thick mild steel base plate with an initial angle of 6° is modeled as shown in Figure 7 (Baek et al. 2019). The flyer plate is driven by a 3.2-mm-thick PETN-based sheet explosive. The length of plates and explosive is 12 mm. For numerical modeling, the plane strain condition is assumed. The explosive is modeled by the Jones-Wilkins-Lee equation of state, and the Johnson-Cook constitutive law is used for the metals. The model parameters follow the literature (Kittell et al. 2016; Frontán et al. 2012; Johnson and Cook 1983). The explosive, flyer plate, and base plate are discretized by 21,973, 67,529, and 75,573 RK nodes, respectively. For RK approximation, the normalized support sizes of 2.0 and 1.25 are respectively used for the explosive and metal plates. A node-based shock capturing scheme (Zhou 2016) with VC correction is employed to model shock wave propagation in the explosive and metals.

As shown in Figure 8 (a), the explosion-induced shock propagation in the explosive and the flyer plate is well-captured by RKPM. The radial propagation of shock, which originates at the collision point of two metal pieces, indicates that the velocity of the moving collision point is slower than the sound speeds of two metals. The slower collision point velocity is a condition to produce metal jetting, which is considered necessary in explosive welding by sweeping out the impurities on the contact surfaces. The resulting metal jet is captured in the numerical result as shown in Figure 8 (d). The interfacial wave is gradually built up, as observed in an experiment (Bahrani et al. 1967) (see Figure 8 (d)), and enters a steady state where the length and height of waves match well with the experimental observation (Bahrani and Crossland 1964) (see Figure 8 (b) and (c)).
5. CONCLUSIONS

Extreme events often accompany severe material distortions, evolved from continuum deformation to discrete fragmentation, posing significant challenges to the continuum mesh-based finite element methods and the fully discrete-oriented discrete element method. RKPM, formulated using node-based RK discretization for controlling locality and continuity, if properly equipped with reliable (stable and convergent) nodal integration, offers a unique computational platform capable of modeling evolution of material deformation from continuum state to damaged and fragmented states under one unified framework. This paper introduced semi-Lagrangian RKPM with variationally consistent nodal integration VC-SNNI and NSNI stabilization for modeling problems with wide range of deformation and damage states. The simulation results have been validated and compared with experimentation observation, demonstrating the effectiveness and reliability of the proposed computational framework for modeling extreme events.
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