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Abstract

Non-symmetric matrices may arise in the discretization of self-adjoint problems when a Petrov–Galerkin, collocation, or
nite-volume method is employed. While these methods have been widely applied, in this paper it is shown that the use of these
on-symmetric matrices is incompatable with the conservation of energy in elastodynamics. First, the consistency between the
ontinuous forms of the momentum equation and the energy equation is examined. It is shown that the conservation of linear
omentum is equivalent to conservation of energy provided the solution is sufficiently smooth. The semi-discrete counterparts

re then analyzed, where it is demonstrated that they are also equivalent, but only conditionally: the mass and stiffness matrices
ust be symmetric. As a result, employing a non-symmetric method in elastodynamics may artificially generate or dissipate

nergy. The fully discrete forms with Newmark time integration are then examined where it is shown that unconditionally
nstable algorithms may arise. An energy-conserving time integration algorithm is then proposed which provides stability in
he solutions of non-symmetric systems. The collocation and finite-volume methods are employed in numerical examples to
emonstrate stability issues and the effectiveness of the proposed time integration methodology.
2022 Elsevier B.V. All rights reserved.

eywords: Collocation; Petrov–Galerkin; Temporal stability; Elastodynamics; Non-symmetric; Energy conservation

1. Introduction

The residual-based weak form and collocation of the strong form are the two major branches of numerical
pproaches in solving elastodynamic problems. The Galerkin type of method is most synonymous with the weak
orm, which yields symmetric stiffness and mass matrices provided the Bubnov–Galerkin variety (using the same
est and trial functions) is employed. This is well-motivated since this ensures coercivity, the best approximation
roperty, and Galerkin orthogonality, at least in the continuous sense (without quadrature) [1,2]. Nevertheless,
he development of test functions that differ from trial functions in solid mechanics, termed the Petrov–Galerkin
pproach, has been driven by several factors including formulation of meshfree (or conforming cell-free) varieties
f quadrature [3,4], and constructing variationally consistent integration (passing the patch test) [5–7]. Of course,
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these approaches result in non-symmetric, and possibly non-positive-definite matrices which is a popular critique,
but usually only from a solver selection standpoint.

Strong form methods, which rely on collocation, discretize the field variables directly in the boundary value
roblem itself, and facilitate a comparatively simpler numerical approach assembling equations row-by-row
8–12]. These can also be viewed as Petrov–Galerkin methods with a Dirac delta test function, and also yield non-
ymmetric systems. During the early years of development, the collocation method did not attract much attention
rom researchers since the compatible finite element approximation cannot achieve higher-order smoothness easily in
ultiple dimensions, and meanwhile, governing equations of interest are in general at least second-order. However,
ith the advent of smooth approximation techniques, such as meshfree [13] and isogeometric methodologies [14],

here has been a resurgence in collocation methods.
Another set of collocation approaches is the class of finite-volume methods, which can also be considered a

etrov–Galerkin approach. If a Heaviside test function is adopted in the weighted residual, then the local integral
orms found in finite-volume methods are recovered over each support [15], also resulting in collocation equations.

hile more attention has been paid to the standard Galerkin-type approaches in solids over the years, this method
as nevertheless been applied successfully for several decades [16]. A well-known implementation for solids is the
lass of meshless local Petrov–Galerkin methods (MLPGs) [3,17], where a variant “MLPG5” uses a Heaviside test
unction, yielding non-conforming control volumes [18]. Interestingly, this provides a quite elegant and efficient
mplementation of meshfree methods for various reasons including simplicity of quadrature, but it MLPG5 did
ot seem to gain widespread use. Nevertheless, since the test and trial functions differ, the class of finite-volume
ethods generally result in non-symmetric mass and stiffness matrices in elastodynamics.
While the stability in time of elastodynamic systems using Bubnov-Galerkin methods is well characterized

c.f. [1] for a summary), this does not appear to be the case for non-symmetric systems. Many of the main
esults rely on the symmetry and positive definiteness of the matrices, which is not guaranteed for this class of
umerical methods. Meanwhile, a search of the literature suggests that stability has not been examined closely.
hile several stable results have been presented for non-symmetric methods in elastodynamics [19–23], that authors

elieve these are special cases of uniform discretizations where quasi-symmetric matrices have been observed in our
tudies (later several demonstration problems will be presented). It is well-known by some researchers for instance,
eshfree and isogeometric approximations (and discretizations in general) often result in special cases for uniform

iscretizations [24–31].
In this paper, the important phenomenon of stability in time for non-symmetric methods in elastodynamic

ystems is analyzed, which is accomplished via continuous, semi-discrete, and fully-discrete energy analyses. The
onservation of linear momentum, i.e., the governing equation of elastodynamic problems will be shown to be
quivalent to the conservation of energy in the continuous sense, but conditionally equivalent in the semi-discrete
ense. The critical ingredient for the equivalency is the symmetricity of the mass and stiffness matrices. In fact,
nder the conventional symmetric Bubnov–Galerkin approach, the momentum and energy equations are solved
imultaneously. Yet on the contrary, when the system matrices are non-symmetric, solving the momentum equation
the governing equation in other words) cannot guarantee the conservation of energy, which finally can lead to to
nbounded energy growth in time. It will be demonstrated even under ”unconditionally stable” time integration
chemes (by conventional knowlege), the non-symmetric type algorithms tend to be unstable, and in fact, can be
nconditionally unstable.

An energy conserving time integration algorithm is proposed for elastodynamic problems based on these analyses.
he key idea is to equate the discrete energy increment over a time slot to the work done by the external power

n the fully-discrete system of equations. This results in an additional energy constraint, used as a supplement
o the original system of equations. The reproducing kernel collocation method (RKCM) and reproducing kernel
nite-volume method (RKFM) are employed in this study as prototypical non-symmetric approaches to verify the
nalysis and test the effectiveness of the proposed methodology. As an important detour, the connections between
he reproducing kernel collocation and reproducing kernel finite-volume methods will be discussed, followed by

finite volume-type of natural boundary condition enforcement for the standard collocation method to facilitate
xplicit analysis.

The remainder of this paper is organized as follows: the governing equations and the reproducing kernel
pproximation are first introduced; the reproducing kernel collocation method (RKCM) and reproducing kernel

nite-volume method (RKFM) are then discussed as model non-symmetric methods, as well as the connection
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between these two methods. The temporal instability when solving elastodynamic problems using non-symmetric
methods is then examined, followed by a newly proposed energy-conserving time integration algorithm. Numerical
examples are then provided to demonstrate the effectiveness of the proposed algorithm, followed by conclusions.

2. Model non-symmetric methods for elastodynamics

2.1. Strong form of the momentum equation

In this study, linear elastodynamic problems are considered. The strong form of the balance of linear momentum
n continuum mechanics is given over the time interval

]
0, t f

[
as:

∇ · σ + b = ρ ü in Ω
σ · n = t̄ on Γh

u = ū on Γg

(1)

here σ = C : ε(u) is the Cauchy stress; C denotes the isotropic fourth-order elasticity tensor, ε(u) ≡
1
2 (∇u+ (∇u)⊺) is the strain tensor, u is the displacement; b is the body force, ü ≡ d2u/dt2 denotes the acceleration
(following the same notation herein denote the velocity as u̇ ≡ du/dt), n and t̄ represent the outward normal and
he traction on the natural boundary Γh, and ū is the prescribed displacement on the essential boundary Γg . The
nitial conditions for Eq. (1) in this study are given as:

u(x, 0) = u0(x)
u̇(x, 0) = v0(x) in Ω (2)

here u0 and v0 are the initial displacement and velocity, respectively.

.2. Reproducing Kernel (RK) approximation

In this work, the reproducing kernel (RK) [32,33] is employed as a model approximation for the construction of
he numerical schemes discussed. The formulation provides sufficient smoothness for both the classical weak-form
pproaches and the strong-form methods.

Consider a problem domain Ω with boundary Γ discretized by a set of N P particles. According to the
eproducing kernel methodology, the approximation of field variable u(x, t), denoted by uh(x, t) is expressed as
ollows:

u(x, t) ≈ uh(x, t) =

∑
I∈Sx

ΨI (x)d I (t) (3)

here d I is a nodal displacement coefficient, and ΨI (x) is the RK shape function associated with the I th meshfree
article, with a compact support inducing a set of neighbors Sx = {I |ΨI (x) ̸= 0} local to x. The RK approximation
s assumed to take the following form:

ΨI (x) = HT(x − x I )b(x)φa(x − x I ) (4)

here H(x) = [1, x, y, x2, . . . , y p]T is a column vector of complete pth order monomials, b(x) is a
olumn vector containing all the associated unknown coefficients of each component in H , and φa(x − x I ) is the
ernel function with measure a, which defines both the locality and order of smoothness in the approximation. The
ubic B-spline function is employed in this work, which possesses C2 continuity:

φa(r ) =
1
6

⎧⎨⎩(2 − 2r )3
− 4(1 − 2r )3 r ≤

1
2

(2 − 2r )3 1
2 < r ≤ 1

0 r > 1
(5)

here r ≡ ∥x − x I ∥ /a is the normalized relative distance. The unknown coefficient vector b(x) is determined by
nforcing the following so-called reproducing conditions on the RK shape function Ψ (x):∑

ΨI (x)H(x I ) = H(x) (6)

I∈Sx

3
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which is equivalent to the following shifted basis form:∑
I∈Sx

ΨI (x)H(x − x I ) =H(0). (7)

hen, the unknown coefficient vector b(x) is arrived at by substituting Eq. (4) into Eq. (7), which yields:

b(x) = M−1(x)H(0) (8)

here M(x) =
∑

I∈Sx
H(x − x I )HT(x − x I )φa(x − x I ) is the so-called moment matrix. Bringing Eq. (8) back

nto the assumed form of the RK shape function (4), one obtains:

ΨI (x) = HT(0)M−1(x)H(x − x I )φa(x − x I ). (9)

Note that the order of smoothness of ΨI (x) is inherited given by the kernel function φa(x − x I ). Since the cubic
pline kernel function employed is C2, the shape function is also C2, which is favorable for formulations which
equire higher-order regularity or smoothness such as strong form collocation.

.3. Reproducing Kernel Collocation Method (RKCM)

For the reproducing kernel collocation method [10,12], the key idea is to collocate (evaluate) the governing
quations at several points in the domain and on the boundary. The interior points satisfy the governing equation
trictly, while points located on the Dirichlet and Neumann boundaries satisfy the corresponding boundary
onditions. In this study, the collocation points are selected to be the same location as the meshfree nodes for
implicity (although in practice more collocation points can be chosen for increased accuracy, see [12]). Without
oss of generality, for notational simplicity, problems where each node corresponds to a natural or essential boundary
re considered, but not both (e.g. a completely fixed, or completely free point). This formulation immediately gives:

ρ ü(x I ) − ∇ · σ (x I ) = b(x I ) x I ∈ Ω
σ (x I ) · n = t̄(x I ) x I ∈ Γh

u(x I ) = ū(x I ) x I ∈ Γg

(10)

Substituting the meshfree approximation in Eq. (3) for the field variable of displacement directly into Eq. (10)
eads to the following discrete collocation system of equations:

MC a + K C d = f C (11)

here a and d are the row vectors of {d̈ I }
N P
I=1 and {d I }

N P
I=1, respectively, with the entries of the matrices and force

ector given by:

MC
I J =

⎧⎨⎩Iρ[ΨJ (x I )] x I ∈ Ω
0 x I ∈ Γh
0 x I ∈ Γg

(12)

K C
I J =

⎧⎪⎨⎪⎩
−∇̃

T
C∇̃[ΨJ (x I )] x I ∈ Ω

ΘTC∇̃[ΨJ (x I )] x I ∈ Γh
I[ΨJ (x I )] x I ∈ Γg

(13)

f C
I =

⎧⎨⎩b(x I ) x I ∈ Ω
t̄(x I ) x I ∈ Γh
ū(x I ) x I ∈ Γg

(14)

here I is the identity matrix, and 2D cases are considered in this study

∇̃ =

{
∂
∂x 0 ∂

∂y

0 ∂
∂y

∂
∂x

}T

(15)

Θ =

{
nx 0 ny

}T
(16)
0 ny nx

4
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Furthermore, the material matrix is given by the following:

C =
Ẽ

1 − ν̃2

⎡⎣1 ν̃ 0
ν̃ 1 0
0 0 (1 − ν̃)/2

⎤⎦ (17)

here:

Ẽ =

{
E for plane stress

E/(1 − ν2) for plane strain (18a)

ν̃ =

{
ν for plane stress

ν/(1 − ν) for plane strain (18b)

n which E and ν are Young’s modulus and Poisson’s ratio of the material respectively.
In Eqs. (12) and (13), it is seen that the resulting global matrices are not guaranteed to be symmetric by any

eans, even if the displacement constraints are condensed out of the system.
Although the collocation formulation is straightforward, only static problems can be solved directly without

urther considerations: for dynamic problems, since no acceleration term is involved in the natural boundary
ondition relationship, the row equations corresponding to them only contain the displacement field, and the
ccelerations cannot be directly solved for in the global setting. This aspect of the collocation method will be
evisited.

.4. Reproducing Kernel Finite-volume Method (RKFM)

In this section a reproducing kernel finite volume method (RKFM) is introduced, in order to test another
rototypical non-symmetric formulation.

First, consider a weighted residual formulation of the strong form in Eq. (1):∫
Ω

w · (ρ ü − ∇ · σ − b) dΩ +

∫
Γh

w · (σ · n − t̄) dΓ = 0. (19)

t is readily shown that the above is equivalent to Eq. (1) provided the essential boundary conditions are enforced
trongly on u.

Decomposing the domain into conforming nodal domains associated with each meshfree particle, as illustrated
n Fig. 1, the weighted residual formulation in Eq. (19) becomes:

N P∑
I=1

∫
ΩI

w · (ρ ü − ∇ · σ − b) dΩ +

∫
ΓI ∩Γh

w · (σ · n − t̄) dΓ = 0. (20)

Now, a Heaviside test function is adopted as follows,

w(x) ≈ wh(x) =

N P∑
I=1

Ψ̂I (x)cI (21)

here:

Ψ̂I (x) =

{
1 when x ∈ ΩI

0 when x /∈ ΩI
(22)

Bringing the Heaviside test function into the weighted residual form in Eq. (20), one has:∫
ΩI

(ρ ü − ∇ · σ − b) dΩ +
∫
ΓI ∩Γh

(σ · n − t) dΓ = 0 ΓI ∩ Γg = ∅

u = u ΓI ∩ Γg ̸= ∅
(23)

nvoking the divergence theorem on the stress terms, the reproducing kernel finite volume formulation reads as
ollows: ∫

ΩI
ρ ü dΩ −

∫
ΓI

σ · n dΓ =
∫
ΩI

b dΩ ΓI ∩
(
Γg ∪ Γh

)
= ∅∫

ΩI
ρ ü dΩ −

∫
ΓI \(ΓI ∩Γh)

σ · n dΓ =
∫
ΓI ∩Γh

t̄ dΓ +
∫
ΩI

b dΩ ΓI ∩ Γh ̸= ∅ (24)
u = ū ΓI ∩ Γg ̸= ∅

5
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Fig. 1. A conforming domain decomposition using a Voronoi diagram.

As can be seen above, there are three cases in Eq. (24). The first row states the RKFM formulation of an interior
node, where the boundary of the particle does not intersect with the total boundary of the domain (see Fig. 1(a)).
The second row of Eq. (24) denotes the RKFM formulation for a Neumann particle (see Fig. 1(b)), where the
particle boundary has an intersection with the Neumann boundary. Thus, the force contributed from the traction to
the particle has been moved to the right hand side. The last row represents a Dirichlet boundary node, which has
no difference with the traditional collocation formulation.

The matrix form of the reproducing kernel finite volume method is achieved after substituting trial function
approximated by the RK shape function Eq. (3) into Eq. (24):

M F a + K F d = FF (25)

here:

M F
I J =

⎧⎨⎩
∫
ΩI

Iρ [ΨJ (x)] dΩ ΓI ∩
(
Γg ∪ Γh

)
= ∅∫

ΩI
Iρ [ΨJ (x)] dΩ ΓI ∩ Γh ̸= ∅

0 ΓI ∩ Γg ̸= ∅

(26)

K F
I J =

⎧⎪⎨⎪⎩
−

∫
ΓI

ΘTC∇̃ΨJ dΓ ΓI ∩
(
Γg ∪ Γh

)
= ∅

−
∫
ΓI \(ΓI ∩Γh)

ΘTC∇̃ΨJ dΩ ΓI ∩ Γh ̸= ∅

I[ΨJ (x I )] ΓI ∩ Γg ̸= ∅

(27)

nd:

f F
I =

⎧⎨⎩
∫
ΩI

b dΩ ΓI ∩
(
Γg ∪ Γh

)
= ∅∫

ΓI ∩Γh
t̄ dΓ +

∫
ΩI

b dΩ ΓI ∩ Γh ̸= ∅

ū (x I ) ΓI ∩ Γg ̸= ∅

(28)

It can be clearly seen from Eqs. (26) and (27), due to the collocated type of weighted residual formulation, the
tiffness and mass matrices are no longer guaranteed to yield symmetricity.

The simplicity of enforcing a Neumann boundary condition in RKFM can be seen in Eq. (28). In contrast to
he condition in RKCM (14), RKFM enables Galerkin-type enforcement Neumann boundary conditions, i.e. the
raction is assembled simply into the row equations.

Although one can use the row-sum [1] technique to diagonalize the mass matrix (and hence make it symmetric),
he system as a whole will still be non-symmetric since the stiffness matrix remains unchanged.

emark 1. It can be noted from the RKFM weak form that no second-order derivatives of the reproducing kernel
pproximation are needed, as a result of divergence theorem, which converts the volume integral (with a 2nd order

ype integrand) to a surface integral (a 1st order type integrand). Thus, the use of only linear RK shape functions

6
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(as opposed to quadratic basis needed for convergence in pure collocation [12]) can yield 2nd order convergence
rates in space, which makes the RKFM a superconvergent method [28].

Remark 2. The equations of RKFM can be directly identified as the conservation of linear momentum of each
ell, or Newton’s first and second laws, which is a common feature of finite volume methods.

emark 3. Since the tractions on neighboring cell surfaces are equal and opposite by using the smooth RK
pproximation in conjunction with the conforming cell domain decomposition, Newton’s third law is also embedded
n the formulation. These observations yield yet another clear physical interpretation of this method.

emark 4. The essential boundary conditions are directly imposed by collocation and the method does not require
he special treatments necessary in typical Galerkin meshfree methods.

emark 5. The formulation can be shown to satisfy the variationally consistent integration conditions [6] as a result
f using Heaviside test functions. In [6] it was shown that the consistency conditions are an integration-by-parts
ormula on the test function and a polynomial solution. Here, with the use of a Heaviside function, this is trivially
chieved. For example, one point quadrature for all domain and boundary terms satisfies these conditions up to
econd order. Thus, no accuracy or optimal convergence is lost according to [34].

All of the unique properties listed in these remarks, along with a more detailed presentation of this method will
e given in a forthcoming paper by the authors.

.5. Connection between RKCM and RKFM

In order to evaluate the RKFM semi-discrete form (25), numerical quadrature needs to be carried out. For the
nite volume formulation with respect to the interior cells in Eq. (24), direct nodal integration [35] is employed to
arry out the numerical evaluation. One point quadrature is also employed for each contour integral.

Then, if one premultiplies by 1/VI , then the following is obtained:

0 =
1
VI

(
∫
ΩI

ρ ü dΩ −

∫
ΓI

σ · n dΓ −

∫
ΩI

b dΩ )

≈
1
VI

[VI ρ ü (x I ) −

∫
ΓI

σ · n dΓ − VI b (x I )]

= ρ ü (x I ) −
1
VI

∫
ΓI

σ · n dΓ − b (x I )

(29)

omparing Eq. (29) with Eq. (10), the following relationship between RKCM and RKFM can clearly be seen:

∇ · σ (x I ) ≈
1
VI

∫
ΓI

σ (x) · n dΓ . (30)

rom Eq. (30), the reproducing kernel finite volume method can be interpreted as applying stress smoothing in the
ecomposed domain, which will eventually lead to a gradient smoothing procedure similar to stabilized conforming
odal integration [36]. On the other hand, the collocation equation can be obtained if one takes nodal integration
n the finite volume equation before applying the divergence theorem in Eq. (23).

.6. Alternative strategy for the employment of Neumann boundary conditions in RKCM

Although the enforcement of Neumann boundary conditions in a collocation method is non-trivial for dynamic
roblems, the connection between RKCM and RKFM enables a finite-volume type enforcement in the RKCM
ormulation. Namely, the Neumann boundary condition for the collocation method can be enforced approximately
ith the finite-volume technique. For a particle associated with Neumann boundary, the system of collocation

quations requires:

ρ ü(x I ) −
1

∫
σ · n dΓ =

1
∫

t̄ dΓ + b(x I ). (31)

VI ΓI \(ΓI ∩Γh) VI ΓI ∩Γh

7
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Eq. (31) states an alternative strategy for the employment of Neumann boundary condition in RKCM. Different
from the standard collocation formulation, the acceleration term is included in Eq. (31), which is favorable for the
numerical implementation, especially for the explicit formulation of elastodynamic problems.

3. Temporal instability in solving elastodynamics with non-symmetric numerical methods

3.1. Energy and momentum equations

The temporal stability of non-symmetric systems will first be examined from an energy point of view. Consider
he following work-energy potential of a mechanical system:

Π = K (u̇) + E(u) − P(u) (32)

here K (u̇), E(u) and P(u) represent the kinetic energy, potential energy, and work done by the external forces,
espectively:

K (u̇) =

∫
Ω

1
2
ρ u̇ · u̇ dΩ (33)

E(u) =

∫
Ω

1
2
σ (u) : ε(u) dΩ (34)

P(u) =

∫
Ω

b · u dΩ +

∫
Γh

t̄ · u dΓ (35)

According to the conservation of energy, without considering energy dissipation, the following relationship holds
ince C has major symmetry:

Π̇ = K̇ (u̇) + Ė(u) − Ṗ(u)

=

∫
Ω

ρ u̇ · ü dΩ +

∫
Ω

σ (u) : ε(u̇) dΩ −

∫
Ω

b · u̇ dΩ −

∫
Γh

t̄ · u̇ dΓ

= 0.

(36)

In Eq. (36), the left-hand side denotes the energy rate, which should be zero in order to satisfy the conservation
of energy.

Remark 6. In Eq. (36), to simplify the derivation, the body force b and traction t̄ are assumed independent of time
t . In the general case, one will have the power defined as P̄(u̇) =

∫
Ω u̇ · b dΩ +

∫
Γh

u̇ · t̄ dΓ , then the conservation
f energy requires:

K̇ (u̇) + Ė(u) = P̄(u̇) (37)

hich will eventually yield the same formulation as Eq. (36).

Then, provided the terms in Eq. (36) are smooth enough, performing the integration by parts on the potential
nergy rate term immediately gives:

Π̇ =

∫
Ω

ρ u̇ · ü dΩ +

∫
Γ

u̇ · (σ · n) dΩ

−

∫
Ω

u̇ · ∇ · σ dΩ −

∫
Ω

b · u̇ dΩ −

∫
Γh

t̄ · u̇ dΓ

= 0.

(38)

Assuming a fixed essential boundary condition, which implies u̇ = 0 on Γg , the energy rate can be rewritten as:

∫
u̇ · (ρ ü − ∇·σ − b) dΩ +

∫
u̇ · (σ · n − t̄) dΩ = 0. (39)
Ω Γh

8
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Thus, for ∀ u̇, Eq. (39) directly leads to the strong form of elastodynamics problem:

∇·σ + b = ρ ü
σ · n = t̄

(40)

which is also the conservation of linear momentum.
From the above derivation, it can be seen that the conservation of energy and linear momentum are equivalent

in the continuous sense, with only the assumption of continuous stresses and that u̇ = 0 on Γg . That is, the
onservation of energy yields the conservation of linear momentum, while it can be shown that the opposite is also
rue by working backwards.

.2. Semi-discrete energy analysis

By introducing an approximation of the field variable u through various methods, the matrix form of the
omentum Eq. (40) becomes:

Ma + K d = F (41)

here M and K denote generic mass and stiffness matrices; at this point, the solution strategy is not specified, which
eans it can be a Bubnov-Galerkin approximation, Petrov–Galerkin approximation or collocation discretization. In

he end, all will result Eq. (41). Importantly, these matrices can be either symmetric and non-symmetric. On the
ther hand, the numerical version of energy potential in (32), denoted by Π̄ is calculated as:

Π̄ =
1
2
vT Mv +

1
2

dT K d − dT F (42)

here v is the row vector of {ḋ I }
N P
I=1.

Next, the numerical energy rate in the semi-discrete sense can be obtained by taking the direct time derivative
f Eq. (42). To facilitate the conservation of energy in the semi-discrete level, the energy rate needs to be zero in
he numerical sense, i.e.:

˙̄Π =
1
2
v̇T Mv +

1
2
vT M v̇ +

1
2

ḋT K d +
1
2

dT K ḋ − ḋT F

=
1
2

aT Mv +
1
2
vT Ma +

1
2
vT K d +

1
2

dT Kv − vT F

=
1
2
vT(M + MT)a +

1
2
vT(K + K T)d − vT F

= vT
{
1
2

(M + MT)a +
1
2

(K + K T)d − F}

= 0.

(43)

The following relationship guarantees Eq. (43) is satisfied regardless of the choice of v:

1
2

(M + MT)a +
1
2

(K + K T)d = F. (44)

n summary, the semi-discrete equations for elastodynamic problems are two-fold:

Ma + K d = F for momentum conservation (45a)
1
2

(M + MT)a +
1
2

(K + K T)d = F for energy conservation (45b)

ccording to Eqs. (45a) and (45b), the discrete momentum conservation Eq. (45a) does not take the same form
s the discrete energy conservation Eq. (45b). However, in the continuous case discussed earlier, the energy
onservation yields the same formulation as the conservation of linear momentum. Therefore, there exists a
umerical inconsistency on the semi-discrete level comparing Eqs. (41) and (44). Subsequently, when solving the
onservation of linear momentum equation (45a), the conservation of energy requirement may not be satisfied in

he numerical procedure.

9
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Because of the equivalency of momentum and energy conservation law in the continuous sense, for the discrete
ase, the only condition to make the formulas in Eqs. (45a) and (45b) consistent (i.e., the only way both are solved
imultaneously) is:

K = K T (46a)

M = MT (46b)

ith the aid of Eq. (46), Eq. (45a) and (45b) reduce to:

Ma + K d = F for momentum conservation (47a)

Ma + K d = F for energy conservation (47b)

he importance of symmetricity in formulating stiffness and mass has been demonstrated in Eqs. (47a) and (47b).
symmetric K and M will result in the semi-discrete conservation of energy when the semi-discrete conservation

f linear momentum is satisfied.
In summary, a numerical inconsistency has been observed in the semi-discrete level of energy analysis. When a

iscretization leads to a non-symmetric stiffness matrix K and mass matrix M, which will be true in the general
ase of any Petrov–Galerkin or collocation method, the conservation of energy is a separate set of equations and
istinct from the momentum equations. While a lumped mass can facilitate the symmetricity of M, unless K = K T

he equations will not be equivalent: the solution of the momentum equation in non-symmetric methods will not
atisfy the conservation of energy.

emark 7. It is interesting to note that the employment of non-symmetric matrices results in systems which do not
xhibit proper physical behavior, despite being derived from the momentum equations: both the differential form
f the momentum equation (as used in Petrov–Galerkin, and collocation), and the integral form (as used in the
nite-volume method) can result in these non-physical systems. To the point: if a system could be physically built
ith the same stiffness properties, it could produce the generation of energy without external forces.

emark 8. The symmetry of the stiffness matrix is synonymous with the Maxwell–Betti law of reciprocal
eflection. Therefore this seemingly benign (and non-intuitive), yet useful physical law, has grave implications
or discrete elastodynamic systems.

.3. Fully discrete energy analysis

The semi-discrete energy analysis for non-symmetric systems is provided in the previous subsection. Now,
onsider the fully discrete energy of elastodynamic systems using the Newmark method [37], which encompasses
everal popular time integration algorithms as special cases, including the average acceleration and central difference
ethods. For simplicity, the free vibration case is utilized, where it is easily shown that the fully discrete system

iolates the condition of zero dissipation in the physical system in the absence of damping.
The first equation in the Newmark approach is the equilibrium equation collocated at a given time tn . Let dn ,

n , and an denote the approximations of d(tn), ḋ(tn), and d̈(tn), respectively. The equilibrium equations of discrete
ystem under free vibration at times tn and tn+1 are:{

Man + K dn = 0
Man+1 + K dn+1 = 0 (48)

aking the averages and differences of Eq. (48) directly yields:{
M [an] + K [dn] = 0
M ⟨an⟩ + K ⟨dn⟩ = 0 (49)

here [·] = (·)n+1 − (·)n is the difference operator and ⟨·⟩ =
1
2

(
(·)n+1 + (·)n

)
is the average operator. Now recall

the Newmark time integration algorithm for the displacements and velocities, cast in the predictor–corrector format:

{
dn+1 = d̃n+1 + β∆t2an+1 (50)

vn+1 = ṽn+1 + γ∆t an+1

10
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where ˜( ) denotes the predicted quantities:{
d̃n+1 = dn + ∆tvn +

1
2 (1 − 2β)∆t2an

ṽn+1 = vn + (1 − γ )∆t an
(51)

By substituting Newmark time integration in Eqs. (48)–(51), the change of total energy can be found as:[
Π̄

]
=

1
2
vn+1

T(M − MT)vn +
1
2

dn
T(K − K T)dn+1 + (

1
2

− γ )[dn]T K [dn]

−∆t(β − γ /2)[an]T M[vn]
(52)

emark 9. The terms 1
2vn+1

T(M − MT)vn and 1
2 dn

T(K − K T)dn+1 in Eq. (52) exist as a result of a non-symmetric
ystem, which can be a potential issue and cause unbounded energy growth. Also, the explicit reproducing kernel
ollocation/finite-volume method is achieved when the lumped mass matrix is employed with β = 0.

emark 10. It is well known that in traditional Newmark with Bubnov-Galerkin methods, it is possible to exactly
onserve the energy with β = 1/4 and γ = 1/2, which is the so-called average acceleration method. Here, from
q. (52), one can see that this is no longer possible when a non-symmetric system is employed.

emark 11. It is also well known that in traditional Newmark, there exists a class of unconditionally stable
lgorithms. Here, from Eq. (52), one can see that it is not possible to select parameters such that the energy will
e bounded, and for non-symmetric systems, there are no unconditionally stable Newmark algorithms. Finally, as
corollary, it is quite possible that for non-symmetric systems, the solution may be unconditionally unstable (this
ill be revisited), at least if using the traditional Newmark method of fixed constants.

.4. Stability analysis

Stability is arguably the most important aspect of any type of time integration algorithm. To perform the stability
nalysis of Newmark method, following the approach in [1], first premultiply M on both sides of Eqs. (50) and
51) to yield:

Mdn+1 = Mdn + ∆t Mvn +
1
2∆t2

{(1 − 2β)Man + 2β Man+1}

Mvn+1 = Mvn + ∆t{(1 − γ )Man + γ Man+1}
(53)

hen, to build connection of the field variables, one can eliminate an+1 and an by using the free vibration equilibrium
n Eq. (48):

Mdn+1 = Mdn + ∆t Mvn +
1
2∆t2

{(1 − 2β)(−K dn) + 2β(−K dn+1)}
Mvn+1 = Mvn + ∆t{(1 − γ )(−K dn) + γ (−K dn+1)}

(54)

earranging the terms in Eq. (54) and putting the above equations in matrix form immediately gives:[
M γ∆t K
0 M + β∆t2 K

] {
vn+1
dn+1

}
=

[
M −∆t(1 − γ )K

∆t M M − 1/2∆t2(1 − 2β)K

] {
vn

dn

}
(55)

ext, Eq. (55) can be simplified by employing the generalized eigenvalue analysis of stiffness and mass matrices
ith Kη = (ωh)2 Mη, where (ωh)2 and η are the generalized eigenvalues and eigenmodes. Importantly, in this study,

he eigenvalue (ωh)2 can be either a positive or negative value due to the non-symmetric feature of the matrices.
ow, applying the modal decomposition to Eq. (55), for an arbitrary mode, one arrives at the following amplification
atrix A:

A =

[
1 γ∆t

(
ωh

)2

0 1 + β∆t2
(
ωh

)2

]−1 [
1 −(1 − γ )∆t

(
ωh

)2

∆t 1 − (1 − 2β)∆t2/2
(
ωh

)2

]
(56)

hus, the stability analysis of Newmark method gives the strict requirement on the spectral radius of A, denoted
y ρA(A), which can be summarized as:{

ρA(A) ≤ 1 No repeated eigenvalues
(57)
ρA(A) < 1 Otherwise
11
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Fig. 2. Comparison of spectral radii with γ = 0.9 varying β.

ince the spectral radius of a matrix is related to the norm of the maximum eigenvalue, one can first obtain the
igenvalues of the amplification matrix [1]:

λ1,2(A) = A1 ± (A2
1 − A2)1/2 (58)

here A1 =
1
2 traceA and A2 = det A. For Newmark method, one can show the following relationship for A1 and

A2:

A1 = 1 −

(
ωh

)2
∆t2(γ + 1/2)/2

1 + β
(
ωh

)2
∆t2

A2 = 1 −

(
ωh

)2
∆t2(γ − 1/2)

1 + β
(
ωh

)2
∆t2

(59)

or the non-symmetric method, one cannot preclude the possibility of
(
ωh

)2
< 0. For a very small time step

∆t ≪ 1, it is easy to show (A2
1 − A2)1/2 > 0 and A1 > 1. Subsequently, the following property of the spectral

adius for the amplification matrix with respect to the negative eigenvalue is obtained:

lim
∆t→0

ρA(A) = lim
∆t→0

max λ1,2(A)=A1 +
(

A2
1 − A2

)1/2
> A1 > 1 (60)

hich indicates that the spectral radius of the non-symmetric type amplification matrix is greater than unity when
very small time step is used, regardless of the choice of Newmark parameters.
A comparison of spectral radii is illustrated in Fig. 2. Here, the value of γ is fixed as 0.9, and the value of β is

aried to see the behavior of spectral radii for the different time steps ∆t . It can be noted that the main difference
etween a symmetric and non-symmetric method is the possible sign of (ωh)2. Therefore, in Fig. 2(a), the value is
anually set as (ωh)2

= 1 to represent a symmetric system. The value of (ωh)2
= −1 is prescribed to represent

non-symmetric system as shown Fig. 2(b). By conventional knowledge, when γ = 0.9, the cases corresponding
o β ≥ 0.45 are unconditionally stable Newmark methods [1]. As given in Fig. 2(a), when β = 0.45, β = 0.47
nd β = 0.49, the spectral radii are always below one, which indicates an unconditionally stable method. For the
ase with β = 0.40, the spectral radius is above one when the time step is large but will drop to a value below
ne after decreasing the time step, which is consistent with the conditionally stable requirement. However, using a
on-symmetric system, because of the possible existence of a negative eigenvalue (ωh)2, the spectral radii remains
bove one even when the time step is decreased as illustrated in Fig. 2(b): as the time step keeps decreasing it
ill not drop below one, which indicates that there is an infimum in this non-symmetric version. The stability in
non-symmetric method will not be guaranteed even as one decreases the time step. These results show that the
12
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Fig. 3. Problem description of 2D wave propagation with 108 uniformly and non-uniformly distributed meshfree particles.

Fig. 4. Displacement at x = L/2 and energy results by solving momentum equation with uniform RKFM (quasi-symmetric matricies).

dditional terms that result from employing non-symmetric systems in Eq. (52) will increase the energy of the
ystem rather than dissipate it in the fully discrete case using Newmark.

.5. Demonstration of temporal instability in the Standard Newmark Method

To demonstrate the temporal instability due to the employment of non-symmetric system matrices, an elastic
ave propagation problem is considered, with both uniform and non-uniform meshfree discretizations shown in
ig. 3. Standard Newmark time integration is used with the average acceleration scheme of β = 1/4 and γ = 1/2,

which by conventional knowledge exactly conserves the total energy of the system.
The reproducing kernel finite-volume method is employed in this subsection; the results for the collocation

method will be formally presented in the numerical examples section. It is worth noting that under the uniform
discretization, the reproducing kernel shape function exhibits a periodic and symmetric property, and thus the
stiffness matrix constructed with RK shape functions is symmetric except the entries near the boundary, i.e. K ≈ K T.

he RKFM simulation result under the uniform meshfree discretization is first given in Fig. 4. Using the quasi-
ymmetric stiffness matrix that results from using a uniform discretization, the displacement and energy results
re similar to that of a Galerkin system: bounded with good accuracy in wave phase and amplitude. However, for
he non-uniform discretization, the displacement and energy grows exponentially and finally yields a non-physical
esult, as shown in Fig. 5. Here the exact solution denotes the analytical solution with a very large number of terms
n the series.

Next, a numerical experiment is performed: consider solving the energy conservation equation in Eq. (44) directly.
his does not actually solve the governing equations of momentum conservation in the elastodynamic problem
hough (it should be obvious Eq. (41) is then violated for non-symmetric systems): the displacement history in

13
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Fig. 5. Displacement at x = L/2 and energy results by solving momentum equation with non-uniform RKFM (non-symmetric matricies).

Fig. 6. Displacement at x = L/2 and energy results by solving energy equation with non-uniform RKFM (non-symmetric matricies).

ig. 6(a) shows a spurious solution. In addition, while total energy is conserved as illustrated in Fig. 6(b), the kinetic
nd potential energy grow in an unbounded fashion. Thus, an energy conserving algorithm which also considers
he momentum equation is needed for stabilizing elastodynamic problems when using non-symmetric systems.

. Energy conservation algorithm for non-symmetric systems

Once the matrix system of equations is non-symmetric, the energy equation and momentum equation are not the
ame. Solving the momentum equation will fail to satisfy the energy equation, and vice versa. In this section, an
nergy conserving time integration algorithm is developed.

First, the conservation of semi-discrete energy requires the following relationship:

Π̇ = 0 (61)
14
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But considering discrete equilibrium, it is apparent that one cannot satisfy both (45a) and (45b) simultaneously
in order to have both energy and linear momentum conserved, without requiring the symmetricity of the system
matrices at hand.

Nevertheless, one can instead impose energy conservation in the fully discrete sense: first require the energy at
tate t = tn+1 be equal to the energy at state t = tn:[

Π̄
]

= 0 (62)

r

Π̄n+1 = Π̄n (63)

Using the definitions in Eq. (42), the following constraint is obtained:
1
2
vT

n+1 Mvn+1 −
1
2
vT

n Mvn +
1
2

dT
n+1 K dn+1 −

1
2

dT
n K dn = (dn+1 − dn)T F (64)

here the force term is assumed to be a time independent variable, i.e. Fn+1 = Fn = F. For general considerations
with a time-dependent external force, the conservation law requires the following at the discrete level:

K̇ (u̇h) + Ė(uh) = P̄(u̇h) (65)

The energy quantities at time tn+1 and tn are obtained by integrating Eq. (65) on both sides, then one has:

Kn+1 + En+1 =

∫ tn+1

0
P̄(u̇h) dt (66)

Kn + En =

∫ tn

0
P̄(u̇h) dt (67)

Therefore, the change of kinetic and potential energy is enforced to be equal to the work done by the power in the
time slot [tn, tn+1]:

[Kn] + [En] =

∫ tn+1

tn
P̄(u̇h) dt (68)

where:∫ tn+1

tn
P̄(u̇h) dt =

∫ tn+1

tn
(
∫
Ω

(u̇h) · b dΩ +

∫
Γh

(u̇h) · t̄ dΓ ) dt

=

∫
Ω

u̇h
n+α ·

∫ tn+1

tn
b dt dΩ +

∫
Γh

u̇h
n+α ·

∫ tn+1

tn
t̄ dt dΓ

≈

∫
Ω

uh
n+1 − uh

n

∆t
·
∆t
2

(bn+1 + bn) dΩ

+

∫
Γh

uh
n+1 − uh

n

∆t
·
∆t
2

( t̄n+1 + t̄n) dΓ

=
1
2

(dn+1 − dn)T(Fn+1 + Fn)

(69)

where the generalized α trapezoidal rule is employed to calculate the external work term. It can be noted that when
the force term is time independent, Eq. (68) immediately recovers Eq. (64). With the energy conservation equations
in hand, the algorithm can now be defined.

First, the equilibrium equation at any time step tn+1 is strictly adhered to:

Man+1 + K dn+1 = Fn+1. (70)

The displacement is advanced in time, as in the Newmark time integration algorithm:

dn+1 = d̃n+1 + β∆t2an+1 (71)

where

d̃n+1 = dn + ∆tvn +
1

(1 − 2β)∆t2an. (72)

2
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Combining Eqs. (70) and (71), the acceleration at tn+1 is found from:

(M + β∆t2 K )an+1 = Fn+1 − K d̃n+1 (73)

The final displacement is then found from the corrector (71). The discrete energy conservation constraint is then
employed to solve for the velocities:

1
2
vT

n+1 Mvn+1 −
1
2
vT

n Mvn +
1
2

dT
n+1 K dn+1 −

1
2

dT
n K dn

=
1
2

(dn+1 − dn)T(Fn+1 + Fn)

= [dn]T
⟨Fn⟩

(74)

As can be seen, both the momentum equation (70) as well as the conservation of energy (63) are satisfied in the
proposed algorithm for the fully discrete system. Interestingly, as we have shown, this does not appear to be possible
in the semi-discrete case.

In contrast to the solution procedure of traditional Newmark time integration algorithm, the velocity is calculated
with Eq. (74) instead of using the definitions of velocity in Eqs. (50) and (51).

However, the velocities vn+1 represent multiple unknowns, but the condition provided for solving velocities so
far is only the energy equation in Eq. (74), which represents a scalar relationship. To reduce the multiple degree of
freedom system to a single equation, a variable time integration controlling parameter γ̃ is introduced:

vn+1 = vn + ∆t an + ∆t γ̃ (an+1 − an) (75)

Substituting Eq. (75) into Eq. (74), using the fact that an+1 and dn+1 are known from Eqs. (73) and (71), the
condition in Eq. (74) reduces to:

f (γ̃ ) = aγ̃ 2
+ bγ̃ + c = 0 (76)

where:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a =

1
2∆t2[an]T M[an]

b = ∆t[vn + ∆t an]T M[an]

c = −
1
2vT

n Mvn −
1
2 dT

n K dn +
1
2 dT

n+1 K dn+1

−[dn]T
⟨Fn⟩ +

1
2 [vn + ∆t an]T M[vn + ∆t an]

(77)

The coefficients in Eq. (76) can be computed at the current time step tn+1. After the calculation of γ̃ in Eq. (76),
he velocity vector is updated by Eq. (75), which provides enforcement of the discrete conservation of total energy
y adjusting the velocities.

emark 12. The energy control algorithm can also be viewed as an adaptive type of Newmark time integration. In
ther words, this method seeks the proper value of γ̃ in each time step from Eq. (76). The overall philosophy is to
ntroduce a proper numerical dissipation with γ > 1/2, such that the energy is conserved since the non-symmetric
ystems tend to provide a negative dissipation, or energy growth. Therefore, the total change of energy from time
n to tn+1 is exactly zero when an appropriate γ̃ is utilized for Newmark time integration. Compared to the standard
ewmark approach, an updated γ̃ replaces a constant γ in the traditional method, which brings forth the idea that

he Newmark parameters can be considered as a variable as well.

emark 13. The energy conserving algorithm is fulfilled by obtaining γ̃ from Eq. (76) where no difficulty in
btaining roots has been encountered for the examples here. However, in more complex situations, such as when
nelasticity is present, the authors have found that sometimes imaginary roots can be obtained. The generalization
f the present algorithm (or a necessary modification) to the case of finite-strain and/or inelasticity needs closer
xamination and should be considered in future work. Overall, it can be seen that a key feature to consider in
ny future energy conservation algorithms is the quadratic nature of the energy-type terms which seems difficult to
void.
16
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Fig. 7. Problem description of 2D wave propagation with non-uniform meshfree discretization.

. Numerical examples

In this section, several 2D numerical examples under non-uniform meshfree collocation and finite-volume
iscretizations (which yield non-symmetric matrices) are provided to verify the effectiveness of proposed method.
eanwhile, the lumped mass matrices are employed.

.1. 2D Non-uniform wave propagation in elastic media

The first numerical example considered is a 2D bar with a fixed end, as shown in Fig. 7. The dimensions of
he bar are length L in the x-direction, and height H in the y-direction, with the origin on the bottom left. The

whole bar is subjected to an initial velocity v0 = 10 m/s in the x-direction. The material properties are: density
ρ = 100 kg/m3, Young’s modulus E = 106 Pa and Poisson’s ratio v = 0.0 The analytical is given as a 1D
elationship, however in this problem it will be modeled as 2D (with Poisson’s ratio v = 0.0). Free boundaries are
et on x = 0, y = 0 and y = H . The fixed essential boundary is on x = L . The corresponding analytical solution
or the 2D wave propagation problem is as follows:

ux (x, t) =

∞∑
n=1

An sin(wnt) cos[(2n − 1)
πx
2L

]

u y(x, t) = 0

(78)

where:

An =
8Lv0(−1)n+1

[(2n − 1)π ]2c

wn =
(2n − 1)πc

2L
c =

√
E/ρ

(79)

The problem is simulated using both the reproducing kernel collocation and reproducing kernel finite-volume
ethods with the nonuniform meshfree discretization shown in Fig. 7(b). A normalized support size of 2.3 with
quadratic basis function is employed in RKCM, since the minimum requirement for convergent solutions in the

ollocation method is quadratic accuracy [12]. On the other hand, since only the first order derivatives are needed in
he reproducing kernel finite-volume formulation, linear basis is enough to guarantee convergence in space; therefore
inear basis with a normalized support size of 1.3 is employed. The time step is set as ∆t = 0.0001 for both RCKM
nd RKFM, and the explicit central difference algorithm is employed (β = 0 and γ = 1/2). The time step is well
elow the conventional critical time step based on the problem constants and grid spacing.
17
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Fig. 8. Displacement results at x = 0 with non-uniform reproducing kernel collocation method (RKCM).

Fig. 9. Displacement results at x = L/2 with non-uniform reproducing kernel collocation method (RKCM).

The displacement time histories of RKCM for two locations on the bar are shown in Figs. 8 and 9. As can be
een from Figs. 8(a) and 9(a), the use of the traditional Newmark time integration algorithm will eventually yield
nbounded results. This result confirms the analyses provided that shows the Newmark algorithm will in general,
ield exponential growth when employing non-symmetric system matrices. On the other hand, by employing the
roposed energy conservation algorithm, the results agree well with the analytical solution as shown in Figs. 8(b)
nd 9(b). The plots of the kinetic, potential, and total energy are provided in Fig. 10 for the collocation method.
nbounded energy growth is observed when the traditional Newmark method is used. This issue can be resolved
y employing the energy conservation algorithm as shown in Fig. 10(b). Since the system does not contain any
xternal forces, the total energy should be a constant value. Here it can be seen that the proposed algorithm exactly
onserves the total numerical energy of the system.

The displacement histories using the reproducing kernel finite-volume method are provided in Figs. 11 and 12,

hich give direct comparisons between the traditional Newmark algorithm and the proposed energy conservation
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Fig. 10. Energy results with non-uniform reproducing kernel collocation method (RKCM).

Fig. 11. Displacement results at x = 0 with non-uniform reproducing kernel finite-volume method (RKFM).

algorithm. Similar to the collocation method, and previous examples, the traditional Newmark method provides
unbounded solutions, while the energy conserving algorithm stays bounded and also agrees well with the analytical
solutions. The comparison of system energies is shown in Fig. 13; the energy of the Newmark method for the
non-symmetric system grows exponentially, while the proposed algorithm exactly conserves the total energy of the
discrete system.

In summary, unbounded numerical results have been observed when non-symmetric numerical methods are
employed, which can be addressed by the proposed algorithm. Interestingly, with this algorithm, the energy can
also be exactly conserved even when using an explicit solution strategy (β = 0), which is not feasible in the
traditional Newmark time integration algorithm. The key feature of the current implementation of the method is that
the velocity update parameter γ̄ is no longer a constant value. The history of γ̄ provided in Fig. 14 demonstrates how
the parameter varies in time to control the energy. Here it is seen that the RKFM solution exhibits a comparatively

steady state when compared to RKCM.
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Fig. 12. Displacement results at x = L/2 with non-uniform reproducing kernel finite-volume method (RKFM).

Fig. 13. Energy results with non-uniform reproducing kernel finite-volume method (RKFM).

5.2. 2D Elasticity problem with periodic loading

The next numerical example considered is the 2D bar shown in Fig. 15(a), which has the same geometry as
the previous test. In contrast to the previous wave propagation problem, the bar is subjected to a periodic traction
F = E Asin(ω̄t) along the x -direction at the end of the bar, where ω̄ denotes the frequency and A is the amplitude.
This problem aims to examine the effectiveness of the energy conservation algorithm in the general case of systems
with external forces. Under the external load, the sum of the kinetic and potential energy is no longer constant, and
the rate of change in the physical system is equal to the external power, rather than zero. The strong form of the
20
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p

Fig. 14. Comparison between RKCM and RKFM for history of γ̄ with energy conservation algorithm.

Fig. 15. Problem description of 2D bar under periodic loading with non-uniform meshfree discretization.

roblem is:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ρ ü − ∇·σ = 0 in Ω

u(x, t) = 0 on x = 0
σ · n = {E A sin ω̄t, 0}

T on x = L
σ · n = 0 on y = H
σ · n = 0 on y = 0

(80)

with the initial conditions:{
u(x, 0) = 0

(81)
u̇(x, 0) = 0
21
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w

T

Fig. 16. The periodic loading history.

The analytical solution corresponding to Eq. (80) is:

ux = sin(ω̄t)p(x) −

∞∑
n=1

4ω̄qn

(2n − 1)πc
sin

(
2n − 1

2L
πct

)
sin

(
2n − 1

2L
πx

)
u y = 0

(82)

here:

qn =

∫ L

0
p(x) sin

(
2n − 1

2L
πx

)
dx (83)

p(x) =
Ac

ω̄ cos(ω̄L/c)
sin(ω̄x/c) (84)

he material properties for this problem are: density ρ = 100 kg/m3, Young’s modulus E = 106 Pa and Poisson’s
ratio v = 0.0. The loading frequency and amplitude are set as ω̄ = 50 and A = 1, respectively. The traction loading
history is plotted in Fig. 16. For RKCM and RKFM, the RK parameters in the previous example are employed.
The displacement histories are provided in Figs. 17 and 18 for RKCM. The associated results for the energy are
shown in Fig. 19. It can be seen that without the energy conservation algorithm, the displacement and energy grow
exponentially as before. Since an external force is involved here, the total energy (sum of the kinetic and potential
energy) will not be a constant value, but it nevertheless remains bounded when using the proposed algorithm.

For RKFM, similar results shown in Figs. 20–22 have been obtained. However, the amplitude of traditional
Newmark results are much lower than the one with RKCM. Meanwhile, the comparison of the history of γ̄ in
Fig. 23 shows similar features as the last example: the range of γ̄ in the RKFM simulation is relatively small
compared to RKCM, and is much closer to the traditional value of 1/2. In other words, the RKFM method is more
stable compared to RKCM.

5.3. Split-Hopkinson Bar

As a comprehensive study of the effectiveness of proposed method, a test of a split Hopkinson bar shown in
Fig. 24 is presented. The model is generated from a micro-computed-tomography (micro-CT) scan, and this problem
features highly irregular geometry. The material is considered as elastic with density ρ = 2160 kg/m3, Young’s
modulus E = 31GPa and Poisson’s ratio v = 0.2. A traction load from an experiment is applied in the x -direction,
with time history shown in Fig. 24(b). Stress distributions given by RKFM modeling for the standard Newmark and

energy conservation methods at 60 µs and 240 µs are presented in Figs. 25 and 26. The stress results of these two
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Fig. 17. Displacement results at x = L/2 with non-uniform reproducing kernel collocation method (RKCM).

Fig. 18. Displacement results at x = L with non-uniform reproducing kernel collocation method (RKCM).

ethods at 60 µs are comparable, but become highly oscillatory at 240 µs for standard Newmark, while a stable
esult can be found from the energy controlled method in Fig. 26(b).

. Conclusions

An energy conserving time integration algorithm has been developed to control the possible unbounded energy
rowth when using non-symmetric systems in the solution of elastodynamics. It has been systematically shown
hat the conservation of linear momentum and energy are equivalent in the continuous sense, but only conditionally
quivalent in the semi-discrete sense: the symmetry of the mass and stiffness matrices is necessary. Thus when
mploying a Bubnov-Galerkin method, solving the momentum equation solves the energy equation. However, when
sing non-symmetric methods, as in the classes of collocation, Petrov–Galerkin, and finite volume methods, solving
he momentum equation violates the energy equation, and vice versa.
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Fig. 19. Energy results with non-uniform reproducing kernel collocation method (RKCM).

Fig. 20. Displacement results at x = L/2 with non-uniform reproducing kernel finite-volume method (RKFM).

The temporal numerical stability of the full discretization of elastodynamic problems for non-symmetric systems
as also analyzed. The spectral radius of the amplification matrix shows that unconditionally unstable behavior

s possible due to the existence of a negative generalized eigenvalue. Therefore, the critical condition for the
emporal stability is the existence of all positive eigenvalues, which can be assured by employing symmetric

atrices with sufficient stability, but cannot necessarily be guaranteed for non-symmetric systems. An energy control
lgorithm was established for elastodynamic problems, which includes the equation of motion, time integration on
isplacement, and velocities calculated from the energy equation. Stable results have been observed in the numerical
xamples. The wave propagation problem and bar under periodic loading showed good agreement with the analytical
olutions when using the energy conservation method, but unbounded results with the standard Newmark method.
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Fig. 21. Displacement results at x = L with non-uniform reproducing kernel finite-volume method (RKFM).

Fig. 22. Energy results with non-uniform reproducing kernel finite-volume method (RKFM).

The CT-scan problem with complex geometry was further used to verify the robustness of proposed method.
The instability in non-symmetric systems when using traditional methods, and the effectiveness of the energy
conservation time integration algorithm, have both been successfully demonstrated.

The specific solution algorithm tested is based on varying a velocity time integration parameter in order to satisfy
the energy equation, although this is only one way to implement the method and satisfy the scalar condition. Many
other possibilities likely exist, which may be more robust than the current strategy, which results in a quadratic
equation which could become problematic depending on the roots. In more complex situations such as inelasticity,
we have found that imaginary roots can be obtained, or no roots at all. The general case of finite-strain and/or
inelasticity needs closer examination and should be considered in future work.
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Fig. 23. Comparison between RKCM and RKFM for history of γ̄ with energy conservation algorithm.

Fig. 24. Problem description of split-Hopkinson bar specimen after CT scan.

Fig. 25. Comparison of σxx at 60 µs (a) standard Newmark method; (b) energy conservation method.
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Fig. 26. Comparison of σxx at 240 µs: (a) standard Newmark method; (b) energy conservation method.
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