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Abstract

Convective transport terms in Eulerian conservation laws lead to numerical instability in the solution of Bubnov-Galerkin methods for these non-self-adjoint PDEs. Stabilized Petrov-Galerkin methods overcome this difficulty, however gradient terms are required to construct the test functions, which are typically expensive for meshfree methods. In this work, the implicit gradient reproducing kernel particle method is introduced which avoids explicit differentiation of test functions. Stabilization is accomplished by including gradient terms in the reproducing condition of the reproducing kernel approximation. The proposed method is computationally efficient and simplifies stabilization procedures. It is also shown that the implicit gradient resembles the diffuse derivative originally introduced in the diffuse element method [1], and maintains the desirable properties of the full derivative. Since careful attention must be paid to efficiency of domain integration in meshfree methods, nodal integration is examined for this class of problems, and a nodal integration method with enhanced accuracy and stability is introduced. Numerical examples are provided to show the effectiveness of the proposed method for both steady and transient problems.
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1. Introduction

It is well known that the application of standard Bubnov-Galerkin methods to convection dominated problems yields oscillatory solutions. Convective transport terms in Eulerian conservation laws lead to numerical instability in the solution of these problems, and the instability manifests when
fine-scale features such as boundary layers are present in the solution. Stabilized Petrov-Galerkin methods [2-4] have been developed which provide superior stability over standard Bubnov-Galerkin methods. Alternatively, methods that either directly or indirectly include fine-scale features such as the variational multiscale method [5,6], residual free bubbles [7], or subgrid scale (SGS) methods [8], have been introduced to resolve the issue with using Galerkin methods for this class of problems. These two approaches are intimately related, and the motivation and interpretation of each is not necessarily mutually exclusive (cf. [5,6,8-10]).

Stabilized methods predate both bubble methods and variational multiscale methods, although the relationship between the three was later shown in [5]. In these methods, portions of the differential operator are included in the test function, which can be shown to ensure stability of the Galerkin solution with the proper selection of a stabilization parameter. The streamline upwind Petrov-Galerkin (SU/PG) method first presented in [2] gave stabilization in a consistent manner, and put to rest notions of artificial diffusion. Thereafter, an analysis of SU/PG was given in [11] and the Galerkin/least squares (G/LS) method [3] was introduced to give a method grounded in stability and convergence. The SGS stabilized finite element method [12,4] reveals that static condensation of bubble functions is equivalent to the use of the negative adjoint operator for a stabilized method. The stability and convergence of the stabilized finite element methods have been well investigated [11,3,4].

The difficulties with convection dominated problems and methods used to address them discussed above are largely applicable to meshfree methods. In addition, due to the unique properties of these discretizations, several novel approaches have been taken to address the issue apart from traditional stabilization. Early on, the multi-resolution reproducing kernel particle method (RKPM) [13] was introduced to resolve internal layers in the advection-diffusion equation. The finite point method [14,15] employed characteristics to obtain a stable solution. The meshless local Petrov-Galerkin method has also been developed for convection dominated problems in [16,17], with upwinding schemes for the trial functions and local sub-domains. Several more traditional approaches have also been proposed for meshfree methods. Stabilized RKPM [18] has been applied to flow problems, and suitable stabilization parameters have been discussed [19, 20]. A higher order accurate time integration scheme [21] has been proposed for meshfree methods for convection dominated problems. Recently, the variational multiscale framework has been applied to RKPM for convection dominated problems and other related problems in [22-25], using discrete representations of the fine scales.

An ever-present issue in Galerkin meshfree methods is domain integration. Due to the rational nature of shape functions, and often misaligned supports and integration cells, computationally demanding high order integration is often required for solution accuracy [26]. One approach that has been taken is to impose exactness in the Galerkin solution with quadrature. A stabilized conforming
nodal integration (SCNI) was proposed in [27,28], which constructs smoothed gradients such that the linear patch test is satisfied, attaining optimal convergence for linear basis. More recently, this concept has been cast under a framework of variational consistency conditions in [29], where it was shown that by constructing gradients such that higher order patch tests are satisfied, optimal convergence rates associated with the order of the approximation space can be attained. Adding additional stress points in a variationally consistent manner has also been proposed to either facilitate higher order accuracy when additional enrichment functions are present [30], or increase the stability of variationally consistent methods [31,32]. In both cases, maintaining variational consistency has been the key to their overall effectiveness.

Implicit gradients have been introduced for meshfree methods for various purposes. The basic idea is to embed the desirable properties of the derivatives in the approximation, e.g., partition of nullity, but do so without differentiating the shape functions. The first use of implicit gradients was for synchronized convergence in [33,34], where it was shown that the approach could also be used as a way to avoid taking derivatives and thus attain efficiency. Implicit gradients have also been used for regularization in strain localization problems [35] to avoid the need of ambiguous boundary conditions associated with the standard gradient-type regularization methods. In [36], they were utilized for easing the computational cost of meshfree collocation methods, which require higher order derivatives. In this paper, the implicit gradient reproducing kernel particle method (IG-RKPM) is introduced for convection dominated problems. A gradient reproducing condition is employed which allows stabilization under a unified framework without the explicit construction of costly gradient terms. The technique is thus computationally efficient, simplifies stabilization procedures considerably, and it requires only a small modification to the standard shape RKPM function. Since the choice of domain integration is critical for meshfree methods to be effective, SCNI is investigated for convection dominated problems. It is shown that while stable when solving self-adjoint equations, it can yield unstable solutions for this class of problems, exhibiting the instability it was originally designed to preclude. As such, high order SCNI (HSCNI) is introduced for convection dominated problems, which is shown to restore stability while maintaining variational consistency.

The remainder of this paper is as follows. Section 2 reviews the fundamental numerical difficulties associated with convection dominated problems, and common methods for stabilization. The implicit gradient reproducing kernel particle method is then introduced in Section 3, and HSCNI for convection dominated problems is introduced in Section 4. In section 5, several numerical examples are given showing the effectiveness of the proposed method in both steady and transient problems. Concluding remarks are then given in Section 6.
2. Review of stabilization for convection dominated problems

2.1. Advection-diffusion equation

The advection-diffusion equation is considered herein as a model problem for convection dominated problems. The strong form asks to find $u(t, x)$ such that

$$
\begin{align*}
\dot{u} + Lu &= s & \text{in } \Omega \times ]0, T[ \\
u(0, x) &= u_0(x) & \forall x \in \Omega \\
u &= g & \text{on } \partial \Omega_g \times ]0, T[ \\
Bu &= h & \text{on } \partial \Omega_n \times ]0, T[ 
\end{align*}
$$

where $\dot{u} = \partial u / \partial t$, $s$ is a source term, $\partial \Omega_g$ and $\partial \Omega_n$ are the essential and natural boundaries of the domain, respectively, the flux boundary conditions $Bu = k\nabla u \cdot n$ are considered, and with constant isotropic diffusion and a divergence-free advection field, the operator $L$ in (1) is

$$
L = -k \nabla^2 + a \cdot \nabla
$$

where $a$ and $k$ are the given advection velocity and diffusivity, respectively.

The weak form of (1) is to find $u \in U$ such that for all $w \in W$ the following equation holds:

$$
(w, \dot{u})_\Omega + a(w, u) = (w, s)_\Omega + (w, h)_{\partial \Omega_n}
$$

where $U$ and $W$ are Sobolev spaces of degree one with proper essential boundary conditions satisfied, $(\cdot, \cdot)_\Omega$ and $(\cdot, \cdot)_{\partial \Omega_h}$ denote the $L^2$ inner product on the domain and natural boundary respectively, and

$$
a(w, u) = (k \nabla w, \nabla u)_\Omega + (w, a \cdot \nabla u)_\Omega.
$$

The Galerkin form of the problem considers finite dimensional subspaces $U^h \subset U$ and $W^h \subset W$, and solves for $u^h \in U^h$ such that for all $w^h \in W^h$ the following holds:

$$
(w^h, \dot{u}^h)_\Omega + a(w^h, u^h) = (w^h, s)_\Omega + (w^h, h)_{\partial \Omega_n}.
$$

To illustrate the difficulty in applying the Bubnov-Galerkin method to problems such as (1), we first consider the one-dimensional nonhomogeneous steady version, with constant ratio of scalar parameters $a / k = 20.0$, and $s = 0.0$. The problem is solved with the RKPM method, along with linear finite elements for illustration. The length of the domain is chosen as ten, with twenty-one nodes for both the finite element method and RKPM giving a grid Péclet number $Pe_h = \|a\| h / 2k = 5$, greater than what is expected for problems with the boundary layer which can appear in the solution of the model problem (1). Linear basis is employed in the RKPM method with a quartic B-spline kernel and a normalized support of two. As seen in Fig. 1, both methods give oscillatory solutions. While it is well known that standard finite element methods encounter difficulty
in convection dominated problems, it is clear from the figure that this is also true for meshfree methods. A general remedy is to enhance the stability of the solution using a stabilized Petrov-Galerkin formulation.

Fig. 1. Oscillatory behavior in Bubnov-Galerkin FEM and RKPM applied to the steady advection-diffusion equation with $Pe_h=5$.

2.2. Stabilized methods

When boundary layers corrupt the numerical solution of convection dominated problems, an intuitive understanding of the instability is the inability of the discretization to capture the fine-scale features of the problem, since sufficiently fine discretizations do not suffer from the instability. Under the variational multiscale framework, the fine-scale behavior can be included in the steady homogenous version of (5), as in [5]:

$$a(w^h, u^h) + (\tau \mathcal{L} w^h, \mathcal{L} u^h - s)_{\Omega} = (w^h, s)_{\Omega} \quad \forall \ w^h \in W^h$$

(6)

where $\tau$ is a stabilization parameter, and the operator $\mathcal{L}$ varies for each stabilized method:

$$\mathcal{L} = \mathcal{L}_{adv} \quad \text{SU / PG [2]}$$
$$\mathcal{L} = \mathcal{L} \quad \text{G / LS [3]}$$
$$\mathcal{L} = -\mathcal{L} \quad \text{SGS [4]}$$

(7)
In the above, $\mathcal{L} = -k \nabla^2 - \mathbf{a} \cdot \nabla$ is the adjoint of $\mathcal{L}$ and $\mathcal{L}_{\text{adv}} = \mathbf{a} \cdot \nabla$ is the advective portion of $\mathcal{L}$. Using (6) the three methods SU/PG, G/LS, and SGS can be phrased in terms of the original problem (5) with a modification to the Bubnov-Galerkin test function that takes the familiar form of stabilized methods, which can be expressed in a unified fashion as:

$$\tilde{w}^h = w^h + \tau \| \omega \| W^h. \quad (8)$$

The stabilized Galerkin method finds $u^h \in U^h \subset U$ such that for all $\tilde{w}^h \in W^h \subset W$ the following holds:

$$(\tilde{w}^h, \tilde{u}^h)_\Omega + a(\tilde{w}^h, s)_\Omega = (\tilde{w}^h, h)_{\alpha_h}, \quad (9)$$

where in this case, proper construction of stabilization requires higher degrees of Sobolev spaces $U$ and $W$. The regularity requirement is straightforwardly accomplished with meshfree methods, but in contrast, in the finite element method, several stabilization terms are typically neglected, which can result in decreased convergence rates [21].

To illustrate the effectiveness of increasing stability by (8), the RKPM method is employed with the same discretization as the previous example, but now using SU/PG stabilization, and the result is shown in Fig. 2. It can be seen that the oscillations that were present in the RKPM solution are virtually eliminated with stabilization. Here, the classical stability parameter for SU/PG is employed [2]:

$$\tau = \frac{h_a}{2 \| \mathbf{a} \|} \left( \coth(Pe_a) - \frac{1}{Pe_a} \right). \quad (10)$$

In the above, $Pe_a = \| \mathbf{a} \| h_a / 2k$ is the directional grid Péclet number and $h_a$ is a characteristic length, herein taken as the length of a representative nodal domain in the direction of the advection.

The choice of the stabilization parameter for meshfree methods is not straightforward and has been discussed at length in [20]. The use of the classical parameter (10) has been shown to be suitable for RKPM so long as the support parameter is not “large” (e.g. three times the nodal spacing for linear basis) [20].
Fig. 2. RKPM with SU/PG stabilization applied to the steady advection-diffusion equation with $Pe_h = 5$.

3. Implicit gradient RKPM for stabilization of convection dominated problems

3.1. Implicit gradient reproducing kernel particle method

In this section we briefly review the reproducing kernel (RK) approximation which is used to construct the trial functions, and introduce the implicit gradient RK approximation for the test functions. Let the closed domain $\Omega$ be discretized by a set of $NP$ nodes. The RK approximation $u^h(x)$ of a function $u(x)$ is defined by

$$u^h(x) = \sum_{I=1}^{NP} \Psi'_I(x)u_I$$

where $\{\Psi'_I(x)\}^{NP}_{I=1}$ is the set of RK shape functions with $n^{th}$ order completeness, and $\{u_I\}^{NP}_{I=1}$ is the set of coefficients of the approximation. The RK shape functions are constructed by the product of a kernel function $\Phi_\rho(x - x_I)$ and a correction function [13,37]:

$$\Psi'_I(x) = H^T(x - x_I)b(x)\Phi_\rho(x - x_I)$$

where $\Phi_\rho(x - x_I)$ is a kernel function with compact support measure $\rho$, $H(x - x_I)$ is the basis vector containing the set of complete $n^{th}$ order monomials

$$H(x - x_I) = \left[1, x_1 - x_{11}, x_2 - x_{21}, (x_1 - x_{11})^2, \ldots, (x_2 - x_{21})^n\right]^T,$$

and $b(x)$ is a coefficient vector. The kernel function defines the locality and the smoothness of the RK approximation, for example, a cubic B-spline kernel gives $C^2$ continuity of the approximation.
The product of the basis vector and coefficients, \( \mathbf{H}^T (\mathbf{x} - \mathbf{x}_j) \mathbf{b}(\mathbf{x}) \), is called the correction function, which allows the approximation to reproduce any basis contained in \( \mathbf{H}(\mathbf{x} - \mathbf{x}_j) \).

The coefficient vector \( \mathbf{b}(\mathbf{x}) \) is obtained by enforcing the following reproducing conditions:

\[
\sum_{i=1}^{NP} \Psi_{i}^{\prime} (\mathbf{x}) x_{i} x_{j} = x_{i} x_{j}^{\prime} , \quad 0 \leq i + j \leq n .
\]  

(14)

Substituting (12) into (14), the RK shape functions are constructed as

\[
\Psi_{i}^{\prime} (\mathbf{x}) = \mathbf{H}^T (\mathbf{0}) \mathbf{M}(\mathbf{x})^{-1} \mathbf{H}(\mathbf{x} - \mathbf{x}_j) \Phi_{i} (\mathbf{x} - \mathbf{x}_j)
\]  

where

\[
\mathbf{M}(\mathbf{x}) = \sum_{i=1}^{NP} \mathbf{H}(\mathbf{x} - \mathbf{x}_j) \mathbf{H}^T (\mathbf{x} - \mathbf{x}_j) \Phi_{i} (\mathbf{x} - \mathbf{x}_j)
\]  

(16)

is called the moment matrix, and \( \mathbf{H}(\mathbf{0}) = [1, 0, \ldots, 0]^T \).

In order to construct the test functions, stabilization must be considered for obtaining a stable solution in the presence of convection dominance, as discussed in the previous sections. However, the approach in (8) of modifying the Bubnov-Galerkin test functions may require up to third order derivatives in the discrete form of the problem. For RKPM, construction of these derivatives can be particularly expensive due to the differentiation of the inverse of the moment matrix \( \mathbf{M}(\mathbf{x})^{-1} \) in the RK shape function (15). To avoid the computational expense of calculating these derivatives, the implicit gradient reproducing kernel approximation is introduced. The basic idea for constructing these test functions is to achieve the same form of stabilization in (8) without explicit differentiation.

To accomplish this, the following modification to the reproducing condition (14) is introduced to construct the test functions, with the operator \( \mathcal{L} \) defined by (7):

\[
\sum_{i=1}^{NP} \tilde{\Psi}_{i}^{\prime} (\mathbf{x}) x_{i} x_{j} = x_{i} x_{j}^{\prime} + \tau \mathcal{L} (x_{i} x_{j}^{\prime}), \quad 0 \leq i + j \leq n
\]  

(17)

where \( \{ \tilde{\Psi}_{i}^{\prime} (\mathbf{x}) \}_{i=1}^{NP} \) is the set of implicit gradient shape functions to be defined. The reproducing condition (17) can be expressed in a generalized fashion as

\[
\sum_{i=1}^{NP} \tilde{\Psi}_{i}^{\prime} (\mathbf{x}) x_{i} x_{j} = x_{i} x_{j}^{\prime} + \tau \sum_{p+q=\delta}^{n} \alpha_{pq} (\mathbf{x}) D_{pq} (x_{i} x_{j}^{\prime}), \quad 0 \leq i + j \leq n
\]  

(18)

where \( D_{pq} (\cdot) = \partial^{p+q} (\cdot) / \partial x_{i}^{p} \partial x_{j}^{q} \) and the coefficients \( \alpha_{pq} (\mathbf{x}) \) are straightforwardly determined based on the operator \( \mathcal{L} \). Equation (18) can then be recast as:

\[
\sum_{i=1}^{NP} \tilde{\Psi}_{i}^{\prime} (\mathbf{x}) (x_{i} - x_{i})^{\prime} (x_{i} - x_{j}) = \delta_{ij} \delta_{j}^{\prime} + \tau \alpha_{ij} (\mathbf{x}) (-1)^{i+j} i! j!, \quad 0 \leq i + j \leq n .
\]  

(19)

Consider now implicit gradient reproducing kernel shape functions in the form of (12):
Using (20) the reproducing condition (19) can be written as:

$$
\sum_{i=1}^{NP} \mathbf{H}(x - x_i)\mathbf{H}^T(x - x_i)\mathbf{\tilde{b}}(x)\Phi_{\rho}(x - x_i) = \mathbf{\tilde{H}}(x)
$$

(21)

where $\mathbf{\tilde{H}}(x)$ is a vector containing terms from the right hand side of (19). The values in this vector for the three stabilization methods discussed herein are presented in Table 1 for the advection-diffusion equation.

Table 1. Implicit Gradient RKPM vector

<table>
<thead>
<tr>
<th>Method</th>
<th>$\mathbf{\tilde{H}}(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU/PG [2]</td>
<td>$[1, -\tau a_1(x), -\tau a_2(x), 0, ..., 0]^T$</td>
</tr>
<tr>
<td>G/LS [3]</td>
<td>$[1, -\tau a_1(x), -\tau a_2(x), -2\tau k, 0, -2\tau k, 0, ..., 0]^T$</td>
</tr>
<tr>
<td>SGS [4]</td>
<td>$[1, -\tau a_1(x), -\tau a_2(x), 2\tau k, 0, 2\tau k, 0, ..., 0]^T$</td>
</tr>
</tbody>
</table>

The coefficient vector $\mathbf{\tilde{b}}(x)$ is obtained from (21) as

$$
\mathbf{\tilde{b}}(x) = \mathbf{M}(x)^{-1}\mathbf{\tilde{H}}(x).
$$

(22)

Consequently, the IG-RKPM shape function is constructed as:

$$
\tilde{\Psi}^\nu_i(x) = \mathbf{\tilde{H}}^T(x)\mathbf{M}(x)^{-1}\mathbf{H}(x - x_i)\Phi_{\rho}(x - x_i).
$$

(23)

Comparing (15) and (23), it can be seen that the first term on the right hand side of (23) is the only modification of the RKPM framework. Stabilization using IG-RKPM is thus very straightforward compared to the explicit version, and can also be added to existing codes easily with virtually no additional cost. Thus, the method offers both low computational cost, and the simplicity of the standard Bubnov-Galerkin method since no additional terms arise in the discrete form of the problem.

To examine the increased simplicity of IG-RKPM over standard stabilization, consider the test and trial functions approximated in (9) as:

$$
\begin{align*}
\hat{u}^h(x) &= \sum_{i=1}^{NP} \Psi_i(x)\hat{u}_i, \\
\hat{w}^h(x) &= \sum_{i=1}^{NP} \tilde{\Psi}_i(x)\hat{w}_i,
\end{align*}
$$

(24)
where $\Psi_j$ is the RK shape function (15), and for IG-RKPM, test functions are constructed from (23) giving $\tilde{\Psi}_I = \Psi_j^\tau$, and for RKPM with SU/PG, test functions are obtained from the relation (8) giving $\tilde{\Psi}_I = \Psi_j + \tau a \cdot \nabla \Psi_j$. Substituting (24) into (9), the semi-discrete matrix form of the problem is obtained:

$$\mathbf{M}\tilde{u} + \mathbf{K}u = \mathbf{f}.$$  \hfill (25)

The matrix definitions in the above for IG-RKPM are given as

$$M_{ij} = \int_{\Omega} \Psi_I \Psi_J \, d\Omega,$$
$$K_{ij} = \int_{\Omega} k \tilde{\Psi}_I^T \mathbf{B}_j \, d\Omega + \int_{\Omega} \tilde{\Psi}_I \mathbf{AB}_j \, d\Omega,$$
$$f_j = \int_{\Omega} \tilde{\Psi}_I s \, d\Omega + \int_{\partial\Omega_h} \tilde{\Psi}_I h \, d\Omega,$$

(26)

where

$$\mathbf{B}_j = \begin{bmatrix} \Psi_{j,x} & \Psi_{j,y} \end{bmatrix}^T,$$
$$\tilde{\mathbf{B}}_j = \begin{bmatrix} \tilde{\Psi}_{j,x} & \tilde{\Psi}_{j,y} \end{bmatrix}^T,$$
$$\mathbf{A} = \begin{bmatrix} a_1 & a_2 \end{bmatrix}.$$  \hfill (27)

For comparison, using RKPM with SU/PG, the matrix definitions in (25) are

$$M_{ij} = \int_{\Omega} \Psi_I \Psi_J \, d\Omega + \int_{\Omega} \tau a \mathbf{B}_j \Psi_I \, d\Omega,$$
$$K_{ij} = \int_{\Omega} k \tilde{\mathbf{B}}_j^T \mathbf{B}_j \, d\Omega + \int_{\Omega} \tau a \mathbf{D}_j \mathbf{B}_j \, d\Omega + \int_{\Omega} \Psi_I \mathbf{AB}_j \, d\Omega + \int_{\Omega} \tau a \mathbf{AB}_j \mathbf{B}_j \, d\Omega,$$
$$f_j = \int_{\Omega} \Psi_I s \, d\Omega + \int_{\Omega} \tau a \mathbf{B}_j s \, d\Omega + \int_{\partial\Omega_h} \Psi_I h \, d\Omega + \int_{\partial\Omega_h} \tau a \mathbf{B}_j h \, d\Omega,$$

(28)

where $\mathbf{A}$, $\mathbf{B}_j$, and $\tilde{\mathbf{B}}_j$ are given by (27), and

$$\mathbf{D}_j = \begin{bmatrix} \Psi_{j,xx} & \Psi_{j,xy} \\ \Psi_{j,xy} & \Psi_{j,yy} \end{bmatrix}.$$  \hfill (29)

Thus, several additional terms need to be constructed for RKPM with SU/PG, which also involves costly higher order differentiation of the approximation functions. For the G/LS and SGS methods, even more matrix terms are necessary, with even higher order derivatives involved, whereas for IG-RKPM, the matrix definitions in (26) remain the same, the only modification being the vector $\mathbf{H}(\mathbf{x})$ in (23).
It can be noted that the construction of reproducing conditions with derivative terms is directly analogous to [35], where implicit gradients were utilized for regularization in strain localization problems, and similar to the work in [36] where derivatives alone were reproduced for the purposes of solving PDEs within the collocation framework. These methods, as well as the present method, follow the ideas originally introduced for synchronized convergence in [33,34].

The proposed shape function for the SU/PG method is plotted in Fig. 3 along with the explicit version for comparison. Here very little difference between the two is observed. In the Section 3.3, it is shown that IG-RKPM gives virtually identical results as its explicit counterpart SU/PG RPKM which requires taking explicit second order derivatives of approximation functions in the discrete form for stabilization.

Fig. 3. Comparison of implicit and explicit test function for the SU/PG method.

3.2. Properties of implicit gradient representation

The proposed method implicitly includes a portion of the gradient of the shape function by enforcing the gradient reproducing condition (17). Its main characteristic then is the exact reproduction of $n^{th}$ order polynomials in addition to portions of any derivatives. An interesting result is that the resulting approximation space also retains the ability to represent $n^{th}$ order polynomials exactly, and thus may have uses in other applications as a Bubnov-Galerkin approach with gradient reproduction.

To examine the accuracy of the approximation, two functions and the operator $\mathcal{L} = \mathcal{L}$ acting on the function are approximated using IG-RKPM. Constant scalar values $a=0.1$ and $k=1.0$ are chosen, and the value of $\tau$ is set uniformly to 0.25. For the RK discretization, quadratic bases are employed with quartic B-spline kernels, and a normalized support of 3.0. The length of the domain is chosen as 10.0 and the spacing of the nodes 0.1. The results for both functions are shown in Fig. 4. The first
function is $P(x) = 0.1x^2 + 0.2x + 1$, and the IG-RKPM method is able to reproduce $P(x) + \mathcal{L}P(x)$ exactly. The second function is $P(x) = x \sin(x)$, which is not exactly reproduced, but the error is negligible. It can be seen that the derivatives can be represented without the computational cost of differentiation, especially significant in the case of SGS and G/LS for which third order derivatives show up in the discrete form after introducing stabilization.

Fig. 4. Implicit gradient and exact solution for (a) $P(x) = 0.1x^2 + 0.2x + 1$, and (b) $P(x) = x \sin(x)$.

To closer examine the properties of the implicit gradient approximation, consider the shape functions (20) with non-shifted bases, for clarity of presentation:

$$\tilde{\psi}_I^\mathcal{V}(x) = \mathbf{H}^T(x_I)\mathbf{b}(x)\Phi_\rho(x - x_I). \quad (30)$$

Now consider the reproducing condition (17) which defines the function:

$$\sum_{I=1}^{NP} \tilde{\psi}_I^\mathcal{V}(x)\mathbf{H}(x_I) = \mathbf{H}(x) + \tau\mathcal{L}\mathbf{H}(x) \quad (31)$$

Substituting (30) into (31), the IG-RKPM shape function can be expressed as

$$\tilde{\psi}_I^\mathcal{V}(x) = \mathbf{H}^T(x)\tilde{\mathbf{M}}^{-1}(x)\mathbf{H}(x_I)\Phi_\rho(x - x_I) + \tau\mathcal{L}\{\mathbf{H}^T(x)\}\tilde{\mathbf{M}}^{-1}(x)\mathbf{H}(x_I)\Phi_\rho(x - x_I) \quad (32)$$

where

$$\tilde{\mathbf{M}}(x) = \sum_{I=1}^{NP} \mathbf{H}(x_I)\mathbf{H}^T(x_I)\Phi_\rho(x - x_I) \quad (33)$$
is the moment matrix obtained using non-shifted basis and reproducing conditions (17) directly.

Stabilization using explicit differentiation (8) gives the stabilized shape function

\[ \tilde{\psi}_i(x) = H^T(x)M^{-1}(x)H(x_i)\Phi_i(x-x_i) \]

\[ + \tau \left( \mathcal{L}\{H^T(x)\}M^{-1}(x)H(x_i)\Phi_i(x-x_i) \right. \]

\[ + \mathcal{H}^T(x)\mathcal{L}\left\{H(x_i)\right\}\Phi_i(x-x_i) \]

\[ + \mathcal{H}^T(x)M^{-1}(x)\mathcal{H}\{H(x_i)\}\Phi_i(x-x_i) \]

\[ + \mathcal{H}^T(x)M^{-1}(x)H(x_i)\mathcal{L}\{\Phi_i(x-x_i)\} \]  \tag{34}

Comparing (32) to (34), it can be seen that the implicit gradient (32) contains only a specific portion of the full derivative in (34). Utilizing this term as a gradient approximation can be shown to be equivalent to employing diffuse derivatives originally introduced in the diffuse element method (DEM) [1]. An advantage of IG-RKPM, however, is that the implicit gradients are directly embedded in the approximation functions and require less computational and implementation effort. The details showing the equivalence can be found in Appendix A.

3.3. Test of IG-RKPM on the model problem

IG-RKPM with SU/PG is applied to the steady one-dimensional model problem in Section 2 with the same discretization previously employed. The results are shown in Fig. 5 along with RKPM with explicit SU/PG for comparison. It can be seen that virtually identical results are obtained for both methods, while for IG-RKPM, the results are obtained without higher order derivatives necessary to perform stabilization.
**4. High order SCNI for convection dominated problems**

**4.1. Nodal integration in convection dominated problems**

Domain integration in meshfree methods needs special attention due to the CPU burden of high-order Gaussian quadrature necessary to ensure solution accuracy. Nodal integration is a natural choice to consider, offers considerable simplicity, and is computationally inexpensive. However this technique can yield non-convergent solutions, and is also subject to instability [27]. The under-integration of the weak form does not provide sufficient accuracy in the solution to give convergent results in many discretizations [27,29]. The instability is due to the underestimation of energy associated with modes of node-to-node oscillations since first derivatives of these modes are zero or near zero at the nodes. SCNI has been introduced in [27] to overcome this difficulty, where nodal integration is employed, but derivatives of the test and trial functions are smoothed over conforming representative nodal domains and the divergence theorem is utilized such that derivatives are not evaluated directly at the nodes:

\[
\begin{align*}
\vec{\nabla} u^h(x) &= \frac{1}{A_h} \int_{\partial \Omega_h} u^h(x)n(x)d\Gamma, \\
\vec{\nabla} w^h(x) &= \frac{1}{A_h} \int_{\partial \Omega_h} w^h(x)n(x)d\Gamma, 
\end{align*}
\]

where \( \vec{\nabla} \) denotes the smoothed gradient operator, and \( A_h = \int_{\Omega_h} d\Omega \). Nodal domains \( \Omega_h \) can be generated by, for example, Voronoi diagrams. The smoothed derivatives in (35) also yield linear Galerkin exactness in second order self-adjoint PDEs, and subsequently give optimal convergence.
Further, since nodal integration is employed, the method is also extremely efficient. The combination of these properties make it more effective than using Gaussian quadrature [27].

Let the test functions $\tilde{w}^h(x)$ be approximated by the implicit gradient shape functions (23), and trial functions $u^h(x)$ be approximated by the RK shape functions (15):

$$u^h(x) = \sum_{l=1}^{NP} \Psi'_l(x) u_l,$$
$$\tilde{w}^h(x) = \sum_{l=1}^{NP} \tilde{\Psi}'_l(x) w_l.$$  \hspace{1cm} (36)

Substituting the above approximations and their smoothed gradients (35) into the stabilized Galerkin problem (9), the resulting semi-discrete form for IG-RKPM with SCNI integration is

$$\sum_{L=1}^{NP} \tilde{w}^h(x_L) u^h(x_L) A_L + \sum_{L=1}^{NP} k \tilde{\nabla} \tilde{w}^h(x_L) \cdot \tilde{\nabla} u^h(x_L) A_L +$$
$$\sum_{L=1}^{NP} \tilde{w}^h(x_L) a(x_L) \cdot \tilde{\nabla} u^h(x_L) A_L = \sum_{L=1}^{NP} \tilde{w}^h(x_L) s(x_L) A_L + \sum_{L=1}^{NP_{ph}} \tilde{w}^h(x_L) h(x_L) S_L$$  \hspace{1cm} (37)

where $NP_{ph}$ is the number of integration points on the natural boundary, and $S_L$ are the weights of the integration points on the natural boundary. While SCNI is very effective at solving self-adjoint PDEs, the results shown in Fig. 6 for solving the steady one-dimensional model problem in Section 2 with IG-RKPM and SCNI demonstrate that this is not the case for non-self-adjoint problems, as large node-to-node oscillations appear in the solution.

The reason for the observed oscillations may be explained by the subsequent work on SCNI by Chen, Puso, and colleagues [38,39,31], where it was shown that low-energy spurious oscillatory modes can still exist in the solution under certain conditions. When excited, these modes pollute the solution and effective stabilization is required. The sharp gradient in the solution of the problem may be a source of excitation for these particular modes, and thus strong convection appears to be a setting where SCNI requires additional stabilization. The works in [38,39,31] introduce stabilization which was shown to preclude the modes, but requires tuning a parameter based on the problem at hand. This method can be traced back to the high order SCNI technique [30] where additional points are added for integration accuracy. The method does not include a stabilization parameter, and can be interpreted as providing additional integration accuracy and subsequent stability. A high order SCNI for the advection-diffusion equation is introduced in the next section to this end.
4.2. High order SCNI for the advection-diffusion equation

Since higher order integration can avoid the instability due to domain integration shown in the previous section, high order SCNI is proposed for convection dominated problems. For numerical integration of the diffusion term in (9), the form proposed in [29] is

$$\int_{\Omega} k \nabla \tilde{w}^h \cdot \nabla u^h d\Omega = $$

$$\sum_{L=1}^{NP} \left\{ k \nabla \tilde{w}^h (x_L) \cdot \tilde{\nabla} u^h (x_L) A_L + \int_{\Omega_L} k (\nabla \tilde{w}^h - \tilde{\nabla} \tilde{w}^h (x_L)) \cdot (\nabla u^h - \tilde{\nabla} u^h ((x_L)) d\Omega \right\}. \quad (38)$$

The first term on the right hand side of the above equation is SCNI integration, and the second term provides additional integration accuracy. The equivalence of the right and left hand side can easily be established by expanding the second term in the right hand side and using the definition of the smoothed derivative (35):

$$\sum_{L=1}^{NP} \int_{\Omega_L} k (\nabla \tilde{w}^h - \tilde{\nabla} \tilde{w}^h (x_L)) \cdot (\nabla u^h - \tilde{\nabla} u^h ((x_L)) d\Omega$$

$$= \sum_{L=1}^{NP} \int_{\Omega_L} k \nabla \tilde{w}^h \cdot \nabla u^h d\Omega - \sum_{L=1}^{NP} \int_{\Omega_L} k \tilde{\nabla} \tilde{w}^h (x_L) \cdot \tilde{\nabla} u^h (x_L) d\Omega. \quad (39)$$

$$= \int_{\Omega} k \nabla \tilde{w}^h \cdot \nabla u^h d\Omega - \sum_{L=1}^{NP} k \tilde{\nabla} \tilde{w}^h (x_L) \cdot \tilde{\nabla} u^h (x_L) A_L$$
Thus, when evaluated numerically, as the order of quadrature in each nodal domain increases, the accuracy of the integration increases.

In addition, in the limit of convection, HSCNI retains linear exactness due to the additional gradient terms vanishing for linear solutions. Note that HSCNI does not require the test and trial functions to be of the same space, and is thus applicable to Petrov-Galerkin formulations.

The additional integration points inside the nodal domain can be generated using Gaussian quadrature rules in the case of square or rectangular domains. Note that this technique differs from background Gaussian quadrature since it is variationally consistent, and solution accuracy can be achieved with lower order quadrature than would be required with variationally inconsistent Gaussian quadrature [29]. For arbitrary nodal domains, quadrature points can be generated by triangulating Voronoi cells into sub-cells with rules for triangles, as shown in Fig. 7. Here Gaussian quadrature on a background grid is also shown for illustration.

![Fig. 7. Example of integration techniques: (a) Gaussian quadrature and (b) HSCNI. Nodes are shown as circles, integration points shown as crosses, integration cells are shown as solid lines, and sub-cells for HSCNI are shown as dashed lines.](image)

For numerical integration of the advective term in (9), consider the following integration to achieve higher accuracy:

\[
\int_{\Omega} \tilde{\omega}^h \mathbf{a} \cdot \nabla u^h \, d\Omega = \sum_{L=1}^{NP} \left\{ \tilde{\omega}^h (x_L) \mathbf{a}(x_L) \cdot \nabla u^h (x_L) A_L + \int_{\Omega_L} (\tilde{\omega}^h \mathbf{a} - \tilde{\omega}^h (x_L) \mathbf{a}(x_L)) \cdot \nabla u^h \, d\Omega \right\}. \tag{40}
\]
The equivalence can be established by expanding the second term in the above equation. Considering the fact that \( \tilde{w}(x_L)a(x_L) \) is constant, and using the definition of the smoothed derivative (35) one obtains

\[
\sum_{l=1}^{NP} \int_{\Omega_l} (\tilde{w}^h \cdot a - \tilde{w}^h(x_L)a(x_L)) \cdot \nabla u d\Omega
\]

\[
= \sum_{l=1}^{NP} \int_{\Omega_L} \tilde{w}^h \cdot (a \cdot \nabla u) d\Omega - \sum_{l=1}^{NP} \tilde{w}^h(x_L)a(x_L) \cdot \int_{\Omega_L} \nabla u^h(x) d\Omega.
\]

(41)

\[
= \int_{\Omega} \tilde{w}^h (a \cdot \nabla u) d\Omega - \sum_{l=1}^{NP} \tilde{w}^h(x_L)a(x_L) \cdot \bar{\nabla} u(x_L) A_L
\]

As before, because of the equivalence in (40), as the order of quadrature in each cell increases, the accuracy of the integration increases.

Finally, we consider the source terms and unsteady terms in (9), which do not contain smoothed derivatives, integrated with the nodal cell integration introduced:

\[
\int_{\Omega} \tilde{w}^h \dot{u}^h d\Omega = \sum_{l=1}^{NP} \int_{\Omega_L} \tilde{w}^h \dot{u}^h d\Omega
\]

\[
\int_{\Omega} \tilde{w}^h s d\Omega = \sum_{l=1}^{NP} \int_{\Omega_L} \tilde{w}^h s d\Omega
\]

(42)

Consider again the steady one-dimensional model problem in Section 2, with the same IG-RKPM discretization as the previous example. HSCNI is employed with two quadrature points per nodal cell. The result shown in Fig. 8 shows that the proposed HSCNI is able to preclude the oscillations present in SCNI for this problem, and only low order quadrature is required for the additional integration accuracy necessary for stability.
**Remark.** To examine the benefit of the proposed integration in terms of computational cost, one can consider a uniform discretization where nodal domains for HSCNI are box shaped. In this case, in the limit of the discretization, the number of cells for Gaussian integration approaches the number of nodal domains for HSCNI. In [29] it was shown that for linear basis, $5 \times 5$ Gaussian quadrature was required to obtain optimal solution accuracy, giving a total of 25 evaluation points per cell for evaluating shape function derivatives. For HSCNI, only four shape function evaluations are necessary to construct the smoothed derivative at the node, and considering $2 \times 2$ Gaussian integration in the nodal cell, four evaluations of shape function derivatives are needed for additional stabilizing terms, giving a total of eight points, four of which do not include the CPU intensive meshfree derivatives. Thus the HSCNI proposed offers low computational cost considering the alternative of Gaussian integration.

4.3. *Semi-discrete matrix form for IG-RKPM with HSCNI*

Introducing the RK and implicit gradient approximations (36) for the trial and test functions, respectively, HSCNI using (38), (40), and (42) for domain integration, the matrix form of (9) is expressed as:

$$ \mathbf{M}\dot{\mathbf{u}} + \mathbf{K}\mathbf{u} = \mathbf{f} $$

(43)

where
The numerical integration of the nodal cell terms can be carried out using low-order quadrature as discussed in Section 4.2, and single point integration can be used to carry out the contour integration necessary for the smoothing terms \( \overline{b}^L_{hi} \) and \( \widetilde{b}^L_{hi} \) without loss of linear consistency (c.f. [29]).

5. Numerical examples

In all numerical examples that follow, RKPM and IG-RKPM with linear basis and quartic B-spline kernels with a normalized support of two are employed. For IG-RKPM, all stabilization...
methods are identical due to fact that the second order derivatives of the linear bases are zero. For domain integration, HSCNI proposed in Section 4 for the advection-diffusion equation is employed with $2 \times 2$ quadrature per nodal cell. The trapezoidal rule is employed for time integration in transient problems. A uniform distribution of $41 \times 41$ nodes is employed in all examples. The stabilization parameter for IG-RKPM is taken as (10).

5.1. Advection skew to the discretization with outflow boundary

To test the robustness and streamline properties of IG-RKPM, the two-dimensional steady version of (1) is considered with advection skew to the discretization, as shown in Fig. 9. Here internal and boundary layers exist in the solution. The ability to reasonably represent the internal layer demonstrates proper crosswind diffusion in the numerical solution, and boundary layers also exist for convection dominated flows just as in the one-dimensional case. Constant advection and isotropic diffusion parameters are chosen as $\mathbf{a} = (\cos \theta, \sin \theta)$ and $k = 10^6$ respectively, and the domain is taken to be $[0,1] \times [0,1]$, so that the flow is convection dominated. The spacing of 0.025 gives a grid Péclet number much larger than unity.

First, the case $\theta = \text{atan}(0.5)$ is considered. The Bubnov-Galerkin RKPM method yields errors that are several orders in magnitude larger than the magnitude in the solution (nearly pure advection of the inflow), as shown in Fig. 10(a). For demonstration purposes, the artificial diffusion that is induced by the advective portion of the operator in SU/PG in the one-dimensional case is added to stabilize the solution. This diffusion is given by $\tilde{k} = \|\mathbf{a}\| h / 2$ [2]. Straightforward application results in spurious crosswind diffusion, as seen in Fig. 10(b). The solution with IG-RKPM is shown in Fig. 10(c); comparing the three cases, it is seen that IG-RKPM stabilizes the result, and also shows the streamline property of SU/PG.

Fig. 9. Problem statement for advection skew to the discretization.
Fig. 10. Examination of crosswind diffusion in advection skew to the discretization with \( \theta = \tan(0.5) \); (a) RKPM, (b) Artificial diffusion added for stabilization, and (c) IG-RKPM.

Two more challenging cases with larger outflow boundary layers are considered: \( \theta = \tan(1.0) \) and \( \theta = \tan(2.0) \). The IG-RKPM results for these two cases are shown in Fig. 11, where the method shows good performance in the presence of the fine boundary layers.
5.2. Advection of a cosine hill in a rotating field

A rotating field with advection \( \mathbf{a} = (-x_2, x_1) \) on a domain \([-0.5, 0.5] \times [-0.5, 0.5]\) is considered with the steady version of (1), with constant isotropic diffusion is chosen as \( k = 10^6 \), making the problem one of nearly pure advection. Homogenous essential boundary conditions are prescribed on the boundary of the domain, and an essential boundary condition of a cosine hill is prescribed along the section A-O shown in Fig. 12:

\[
\begin{align*}
    u(x) &= 0.5(\cos(4\pi x_2 + \pi) + 1) \\
    x_1 &= 0.0; 0.5 \leq x_2 \leq 0.0
\end{align*}
\]  

(46)

Standard Bubnov-Galerkin RKPM and the proposed IG-RKPM are applied to the problem. As seen in Fig. 13, both methods give reasonable results, which is expected. However, IG-RKPM gives a smooth solution consistent with the exact solution, while the standard RKPM solution is oscillatory.
Fig. 12. Problem statement for advection of a cosine hill in a rotating field.

Fig. 13. Advection of a cosine hill in a rotating field: (a) Elevation of RKPM result, (b) Contours of RKPM result, (c) Elevation of IG-RKPM result, and (d) Contours of IG-RKPM result. Contours are shown at intervals of 0.05.
5.3. *Pure advection of a cone in a rotating field*

The rotating advection of a cone illustrates phase error and dissipative error associated with solving advection problems. Errors manifest in this problem as trailing waves and reduction in cone height for phase and dissipative error respectively. The problem statement is shown in Fig. 14 where the domain is chosen as \([-0.5, 0.5] \times [-0.5, 0.5]\). The isotropic diffusion constant is zero and the advection velocity is given by \(\mathbf{a} = (-x_2, x_1)\). The initial condition is a cone constructed by a cosine hill centered along the line O-A in Fig. 14, with a support of half the length of the segment.

![Fig. 14. Problem statement for pure advection of a cone in a rotating field.](image)

IG-RKPM is employed, along with RKPM for comparison. The results for both methods are shown in Fig. 15 after one rotation. The Bubnov-Galerkin method exhibits virtually no error in dissipation with no loss of cone height, however the phase error is evident by the trailing waves. IG-RKPM also has virtually no error in dissipation with no loss of cone height, but has less phase error with very few trailing waves. In addition, oscillations are seen throughout the domain for RKPM, which is not observed for IG-RKPM.
5.4. Cone impinging on a natural boundary

For a cone with a uniform advection velocity $\mathbf{a} = (-1.0, 0.0)$ and a natural outflow boundary condition, the Bubnov-Galerkin formulation exhibits severe oscillations after the cone leaves the domain of interest. The problem statement is shown in Fig. 16, where the same domain and initial conditions as the previous problem are employed. The isotropic diffusion constant is again identically zero.

Bubnov-Galerkin RKPM and IG-RKPM are employed, and the results are shown in Fig. 17 at two time instances. The Bubnov-Galerkin RKPM method performs poorly and exhibits relatively large oscillations after the cone has left the domain, with oscillations about 2.64% of the original cone.
height. For IG-RKPM, the oscillations are virtually nonexistent (about $10^{-11}\%$ of the original cone height).

Fig. 17. Cone impinging on natural boundary for (a) RKPM at $t = 0.3$, (b) IG-RKPM at $t = 0.3$, (c) RKPM at $t = 1.0$, and (d) IG-RKPM at $t = 1.0$.

6. Conclusion

In this paper, a new approach to construct a stable RKPM method for convection dominated problems is presented. Gradient terms for the stabilized methods are introduced into the reproducing conditions under a general framework that can include the stabilization in the SU/PG, G/LS, and SGS methods. The implicit inclusion of these terms avoids costly derivatives necessary for constructing the Galerkin form of the problem, and stabilization can be accomplished straightforwardly. It is also shown that the implicit derivatives introduced resemble diffuse derivatives, and retain the desirable properties of true shape function gradients. Domain integration is another issue present in meshfree
methods due to the computationally demanding high order quadrature required to ensure solution accuracy. Nodal integration was examined for convection dominated problems; however, SCNI exhibited the instability it was designed to preclude in self-adjoint problems. HSCNI was then introduced for convection dominated problems, which stabilizes the solution, and only requires low order quadrature in the integration cells. The proposed IG-RKPM with HSCNI showed good performance in the steady and transient convection dominated benchmark problems tested.

In general, the IG-RKPM formulation is directly applicable to other PDEs, however there are some cases which need special attention. For example, for the mixed formulation of the incompressible Navier-Stokes equations, IG-RKPM with SU/PG stabilization is nearly identical to the method presented here, but for the SGS and G/LS methods, alternative approaches need to be taken since the implicit inclusion of the pressure field test functions in the velocity field test functions is not straightforward. The extension of the present method to the incompressible Navier-Stokes equations will be considered in future work.
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**Appendix A. Equivalence of implicit gradients and diffuse derivatives**

Consider the moving least squares approximation which is the basis of DEM. First, the weighted least squares approximation in the neighborhood of a location \( \mathbf{x} \) is [1]:
\[ u^h_{\chi}(x) = H^T(x)c_{\chi} \]  \hspace{1cm} (47)

where \( c_{\chi} \) is a column vector containing the coefficients of the bases. The coefficients are obtained by minimizing the following expression with respect to \( c_{\chi} \):

\[ J_{\chi}(c_{\chi}) = \sum_{i=1}^{NP} \Phi_{\rho}(x - x_i) \left( H^T(x_i)c_{\chi} - u_i \right)^2. \]  \hspace{1cm} (48)

The moving least squares approximation is obtained by taking \( \bar{x} \rightarrow x \):

\[ u^h_{\chi \rightarrow x}(x) \equiv u^h_{\text{MLS}}(x) = H^T(x)c_{\chi} \]  \hspace{1cm} (49)

where

\[ c_{\chi} = \hat{M}^{-1}(x) \sum_{i=1}^{NP} H(x_i)\Phi_{\rho}(x - x_i)u_i. \]  \hspace{1cm} (50)

The MLS shape functions are obtained by examining (49) and (50):

\[ \psi_i(x) = H^T(x)\hat{M}^{-1}(x)H(x_i)\Phi_{\rho}(x - x_i) \]  \hspace{1cm} (51)

Differentiating the basis vector \( H^T(x) \) while assuming the coefficients are constant results in diffuse derivatives:

\[ \mathcal{L}\psi_i(x) = \mathcal{L}\left\{H^T(x)\right\}\hat{M}^{-1}(x)H(x_i)\Phi_{\rho}(x - x_i). \]  \hspace{1cm} (52)

Comparing (52) to (32), it can be seen that the implicit gradient terms are diffuse derivatives of the shape functions.